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Pesiome

Uenb uccnedoeaHusi. B cospeMeHHOM LuUGhpOo8OM M08bILLIAEMCS POSib UCMO0b308aHUsSI 8UOEOKAMED 8 Ka4eCmeeHHbIX
ucmoYHuUKax nepsuyHbix daHHbIX. OOHaKko camu o cebe «cbipble» 8uUde0OaHHbIe HECYym HU3KYH UHGOPMAaUUOHHYH
ueHHocmb 6e3 rnocrnedyrouwieeo aHanusa. Knrodesbimu 3adadamu, Mo3goNstoUUMU U3eriedb CMbIC/IO8YH0 UHGbopMaUUro U3
sudeonocriedosamernbHOCMU, sierisemcs fiokanusayusi 06bekmos u oripedesieHue ux 08uxeHus1. AKmyarbsHOCmb 3moui
3adaqu obycriogrieHa ee Kpumu4yeckol 6aKHOCMbIO 071 WUPOKO20 Criekmpa MpuknadHbix U uccriedosameribCKux
OucyunnuH. Hecmompsi Ha OnumernbHyr0 ucmopuro, orpedernieHue 08XKYUUXCS OBbEKMO8 ocmaemcsi akmyasibHOU
Hay4HoU rpobriemoli 8 €853U C Hanu4duem credyrouux mpyoHocmel: U3MEHYUBOCMb yCriosuli oceeweHusi, QuHaMu-
YyecKuli (boH, aghgbeKmbl OKKIIHO3UU, He0OX0OUMOCMb pabombi 8 pearibHOM epeMeHU. Llenbio pabomei S65155emcsi CHUXKe-
HUe 8bI4uCcIuUMesibHOlU Hagpy3ku rfpu peweHuu 3adadqy aHanusa O8LKEHUSI 0BbEKMO8 8 pearlbHOM 8peMeHU rymem
paspabomku u anpobayuu memoda U3sieHeHUsI 8EKIMOPO8 OBLIKEHUST U3 CXKambiX 8UOEOIMOMOKO8.

Memodsbi. [ns peanusayuu rocmaeneHHol uenu bbiil UCMOMb308aH arnapam 6€eKmopoe O8UXKEHUS Kak O0CcHO8a
KOMMeHcauuu epemMeHHoU U3bbIMOYHOCMU, a makXe aneopummbl MEXHUYECKO20 3PeHUsT U areopummbl KOMIeHcauuu
08LKeHUSs1 8 8UOEOOAHHbIX.

Pe3ynbmamsbi. Co3daH npocpamMmHbIl MOQYrib, MO38ONSIOWUN U38riekamb 8EKmMophkl 08KEHUSI HEMOCPedCmeeHHO U3
sudeornomoka, BbinosnHeHa akcriepumMeHmarbHasi rnposepka aghgpekmusHocmu pabombi rpedrioxxeHHo2o0 memoda u
npodemMoHcmpupogaHa e20 3hheKmUBHOCMb 8 pasfiuYHbIX MPUKIadHbIX obriacmsix, eknovast eudeoHabrirodeHue,
ceslbCKoe X035UCmBOo U PO6OMOMEXHUKY MU 3HaYUMEeIbHOM CHUXEHUU 8bI4UCIUMESTbHbLIX 3ampam.

3aknrodeHue. NpoussedeHHble KcrnepuMeHmaribHble NPOBEPKU MoKa3asiu, Ymo UCMOIb308aHUE B8EKIMOPO8 O8LXKEHUS,
yKe codepxaljuxcsi 8 cxxambIx 8udeodaHHbIX, 10380ss7em aghhekKmueHo pewamp 3adadqu aHanusa 0suxeHusi 6e3
HEobxoduMocmu UX r08MOPHO20 BbIYUCIIEHUS], YmMO OCOBEHHO akmyarbHO 071 cucmeM C O2paHUYEHHbIMU 8bI4UCTIU-
meJibHbIMU pecypcamul.

Knrodeebie cnoea: mawuHHOE 3peHue; ornmu4yeckuli MOMOoK, 8eKmopbl O8XKEHUS; cxxamue ¢ rnomepsimu; audeo-
OaHHhble.

KoHpnnukm unmepecoe: Aemopbl Oekrapupyrom omcymcmeue SI8HbIX U MOMeHYUasbHbIX KOHQIUKMO8 UHMmMe-
pecos, cesizaHHbIX ¢ nybnukayuel Hacmosuwel cmambu.
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Motion vector extraction method for computer vision systems
employing lossy compression
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Abstract

Purpose of research. In the modern digital era, the role of video cameras as high-quality sources of primary data is
increasing. However, raw video data by themselves carry low informational value without subsequent analysis. The
key tasks that allow extracting semantic information from a video sequence are object localization and motion
detection. The relevance of this task is determined by its critical importance for a wide range of applied and research
disciplines. Despite its long history, detecting moving objects remains a relevant scientific problem due to the
following challenges: variability of lighting conditions, dynamic background, occlusion effects, and the need to operate
in real time. The aim of this work is to reduce computational load when solving object motion analysis tasks in real
time by developing and testing a method for extracting motion vectors from compressed video streams.

Methods. To achieve this goal, the framework of motion vectors was used as the basis for compensating temporal
redundancy, along with computer vision algorithms and motion compensation algorithms in video data.

Results. A software module has been developed that allows extracting motion vectors directly from a video stream.
An experimental evaluation of the proposed method’s effectiveness was carried out, demonstrating its efficiency in
various applied fields, including video surveillance, agriculture, and robotics, with a significant reduction in
computational costs.

Conclusion. The experimental evaluations have shown that using motion vectors already contained in compressed
video data allows effectively solving motion analysis tasks without the need to recalculate them. This is especially
relevant for systems with limited computational resources.

Keywords: computer vision; optical flow; motion vectors; lossy compression; video data.
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YCBbIMH 3aJadYaMu, PCIICHHC KOTOPBIX I103-

BBepgeHue
BOJTUT U3BJICYb CMBICIIOBYIO HH(POPMAIIHIO U3

B coBpeMeHHOM LH(POBOM MHpe M0- BHJICOIIOCIICIOBATEIIbHOCTH, SIBIISFOTCS JIOKa-

BBIIIACTCSA POJIb UCIIOJIB30BAHMA BUACOKAMED 3anus 0O0OBEKTOB U OIPENCIICHUE UX JIBU-

B KaQYeCTBE HCTOYHUKOB IEPBUYHBIX JAHHBIX.
Onnako camu 1o cebGe «ChIpble» BUIEOaH-
Hble 0e3 MOCIEIyIOLIEro aHalu3a HMERoT
HU3KYI0 HH()OPMAIMOHHYIO IIeHHOCTb. Kitro-

KEHUS. AKTyalbHOCTh STOM 3amadu 00y-
CIIOBJICHA €€ KPHTHUYECKON BaKHOCTBIO IS
HIUPOKOTO CIIEKTpa TPHKIAJHBIX U HCCIIe-
JIOBATEILCKUX JUCIATLINH.
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[Ipumepamu 3amad, rae Tpedyercs
aHaJIN3 JIBWDKEHUS HA BHJICOKAJPE, SBIIA-
IOTCS: CUCTEMBI BUACOHAOIIONCHUSA U O€3-
ornacHocTu (0OHapyXeHue, IoJCUET Mmoce-
TUTEJEeH, MOHUTOPUHT JTOPOXHOTO Tpadu-
Ka), aBTOHOMHBIE TPAHCIIOPTHBIE CHCTEMBI,
CUCTEMbI MOMOIIU BOAUTENO [1], KOMIIb-
IOTEPHOE 3pEHHE B POOOTOTEXHHUKE (BKIIIO-
Yasi 3a]]a9d HaBUTAIlMU MOOUIIBHBIX POOO-
TOB B JMHAMHYECKUA W3MEHSIOIICHCS Cpe-
ne) [2], aHamu3 METUIIMHCKUX H300pake-
HUH (OTCIIe)KMBAHUE JBMKCHUS KOHTPACT-
HOTO BEIIIECTBA B COCY/AaxX, U3yUEHUE JIBU-
raTeIbHON aKTUBHOCTH TMAIMEHTOB C HEB-
POJIOTUYECKUMU  3a00JIEBAHUSMH, PaCIIO-
3HaBaHME JIIOJICH MO MOXOJKEe, aHAIU3 MHU-
MUKH ¥ JKECTOB), YEJIOBEKO-MAITUHHOE
B3aUMOJICHCTBHAE M JIOTIOJHEHHAsl peajib-
HOCTh (CHCTEMBI YIPABJICHUS >KECTaMU H
TEXHOJIOTUH JIONOJIHEHHOH pealibHocTH) [3].

Hecmotpss Ha uATENIBHYIO HCTOPUIO,
ompesiesieHne JBMXKYIIUXCSI 0OBEKTOB OCTa-
€TCsl aKTyaTbHOM Hay4YHOM TPOOIeMOi B CBSI-
3W C HAJIMYMEM TaKUX TPYAHOCTEH, KaK W3-
MEHYHMBOCTh YCJIOBUI OCBEILICHUS, JTUHAMH-
yeckuil (oH, H(PEKThl OKKIIO3UH, HEOO0XO-
JIMMOCTB PabOTHI B pealbHOM BpeMeHH [4].

AHanu3 paHHUX HccheqoBaHul [5—6]
MOKa3aJl CHIDKEHHE aKTMBHOCTHU IO paspa-
00TKE COOCTBEHHBIX AJITOPUTMOB OLEHKH
JBWDKCHUS B BHJICOJAHHBIX IPUMEPHO C
2010 roma, yTo 0OYCIIOBJICHO MTEPEX0A0M Ha
JIOCTYTIHBIE TPOTPAMMHBIE pean3aluu all-
roputmoB Jlykaca-Kanane, ®apubeka, pea-
JM30BaHHBIE B COCTaBE OTKPHITOM OMOIHO-
TeKH KOMIbIoTepHOro 3perus OpenCV'.

! OpenCV library. OpenCV; 2025. URL:
https://opencv.org/.

BonbImMHCTBO  COBpEMEHHBIX  ITU(PO-
BBIX KaMe€p MMEIOT B CBOEM COCTaBe OJIOKU
C)KaTus BUJIEO C MOTEPSIMH HA OCHOBE CTaH-
JApTHBIX KOJEKOB (KOIEPOB/IEKOIEPOB):
MPEG-4 Part 2, H.264/AVC, H.265/HEVC
u 1p. B cBor ouepenp, OONBIIMHCTBO BU-
JIGOKO/IEKOB peaM3yeT YCTpaHEHHE Bpe-
MEHHON W30BITOYHOCTH BHIEOMOTOKA 3a
CU€T TIOMCKAa U KOJAWPOBAHMS BEKTOPOB Tie-
peMenéHHBIX OIoKOB (motion vectors) [7—
8], ONMUCHIBAIOIIMX CMEILEHUE MUKCEIbHBIX
MakpoOI0KOB B Mexay cocemHumu Kaapa-
Mmu (puc. 1).

BoccTranoBieHre npou3BOIBHOTO Kaj-
pa BUIEONOTOKAa B IpyOOM NpHOIMKEHHU
MPOUCXOJUT 3a CUET pa3OueHHs Ha MaKpo-
OJI0KM TOJTHOCTBIO COXPAHEHHBIX KaJpoB
(Ha3pIBaE€MbIX ONOPHBIMHU), U3 KOTOPBIX 3a-
TE€M COOHMpaeTcsi UCKOMBIN Kajp IyTeM Iie-
peMeleHns: MaKpOoOJIOKOB € MMOMOIIBIO BEK-
TOPOB JIBUKCHUH.

Takum ob6pa3zom, cam 3aKOAWPOBaH-
HBI BUJEOMOTOK YK€ COICPKUT HH(DOP-
MalMio O JIBWKEHUW B Kajpe. YUHTHIBas
¢dakT, 9TO OOJBIIMHCTBO MU(PPOBHIX, CETE-
BBIX KaMep BBIIAIOT BUICOJAaHHBIC B CXKa-
ToM ¢opmare, LeIeco00pa3HO HCIOIb30-
BaTh MMEIOIIMECS B HUX JaHHBIE O Bpe-
MEHHON H30bITOYHOCTH, BBIPRXKEHHOW B
BHJIE BEKTOPOB JBWKCHHH OTICIIbHBIX
MakpoOJI0KoB. B aTOM citydae He TpeOyer-
Csl TIPUBIICYCHHE JOTIOTHHUTEIBHBIX BBI-
YUCIUTEIBHBIX PECYPCOB ISl TOBTOPHOTO
W3BJICUEHUS] BEKTOPOB JABWKCHHUSI JJIs1 00b-
€KTOB, KOTOPBIE HY)KHBI B PsiZIc M3BECTHBIX

anroputmos [9, 10].
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Puc. 1. lNpyvHuUMn onpegeneHus BEKTOPOB ABUKEHWUN

Fig. 1. The principle of motion vectors detection

MaTepMan bl U MeTOAbI

BekToppl IBHKEHHSI KaK OCHOBa
KOMIIEHCALMH BPeMEHHOI M30bITOYHOCTH.
OnmauM 13 0a30BBIX MEXaHW3MOB ATOPHT-
MOB C)KaTsl BUZIEO C MOTEPSIMU (CTaHIAPThI
cemeiictBa H.26x u VP9/AV1) sBnsercs
yCTpaHEHHWE BPEMEHHOW W30hITOYHOCTH. B
CBSI3U C TEM, YTO COCEIHHE KaJIpbl B BU-
neorocnenoBatenpHocTH (Group of Pictures)
4acTo coJepkKaT He3HauuTeNbHbIE H3MEHe-
HUSL, CBSI3aHHBIE C IIepeMeleHeM 00bEKTOB
WJIN KaMepbl, TOMUKCEIbHOE XPAaHEHUE KaX-
JIOr0 Kajpa OKa3bIBaeTcsi HEIPPEKTHUBHBIM.
BMmecTo 3TOro Mcnone3yercss KOMIICHCALHS
JBVDKEHUSI — METOJI, MTPEICKA3bIBAIOIINI CO-
nepkumoe Tekymero kaapa (P- wm B-
Ka/ipa) Ha OCHOBE OJHOTO WJIM HECKOJbKUX
paHee 3aK0JMPOBAHHBIX ONOPHBIX KaapoB (I-
wi P-xagpos). KiroueBbIM 371€MEHTOM Ta-
KOTO TIPEACTABJICHUS SBJIACTCS BEKTOp JBU-
xenust (Motion Vector), KOTOpbIi yKa3bIBa-

€T, OTKYJIa B OIIOPHOM KaJpe ObLT B3ST OJIOK

MUKCEJICH VTS TIPE/ICKa3aHus TEKYIero 0J1o-
Ka B KogupyeMoM Kazpe' [11-14].

IIporiecc paboOTHI ¢ BEKTOpaMu JIBHKe-
HUSI B KOJIEKaxX COCTOMT W3 JBYX OJTarloB:
omeHka pwkeHus (Motion Estimation) wu
komreHcarus Bwkernst (Motion Compen-
sation).

Ilycte /,(x,y) — MHTEHCUBHOCTD IIHK-
cellsl ¢ KoopAauHaTtamM# (x,y) B TEKYIIEM
KaJpe B MOMEHT BpeMeHHu £, a 1, ,, (x,y) —

WHTEHCUBHOCTH B OMTIOPHOM KaJIpe.

3amaua OICHKH JBWOKCHHUS IS MakK-
pobinoka B pasmepom NN (Hampumep,
16x16 wnmu 8x8) B TeKyIieM Kaape CBOAUT-

Cs K IOUCKY TaKkoro BeKTopa v =(v,,v,),

KOTOPBIH MUHUMM3HUPYET (PYHKIUIO OIINO-
KU IIpeJCKa3aHus B Mpenenax objaactu no-

MCKa B OTIOPHOM KaJIpe:

! Joint Video Team (JVT) of ITU-T VCEG and
ISO/TIEC MPEG. Draft ITU-T Recommendation and
Final Draft International Standard of Joint Video
Specification (ITU-T Rec. H.264 | ISO/IEC 14496-10
AVC). Document JVT-G050; 2003.
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U = argmin ZD( xy)’lt At(x+u y+”y))

(u v, )ES xyeB
rne D — (yHKOHMS OICHKM HMCKaKCHUU
(distortion), HarpuMep cymMMa pa3HOCTEH —
SAD (Sum of Absolute Differences) nnm

cyMMa KBajpaToB oTkiioHeHu# (SSE):
SAD (ux , U, ) =

I,_A, (x+ux,y+uy)‘.
(x.y)eB
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Puc. 2. TunuyHoe npeacTaBneHne KapTbl BEKTOPOB ABWMXeHUs B kogeke H.264 [15]

Fig. 2. Typical representation of motion vector map in H.264 codec [15]

JInst Toucka JABIDKEHHH MOXET OBITh
ucnosk3oBaH nonHeii niepedop (Full Search)
BCEX BO3MOXKHBIX CMEUICHWH B 00JacTu
MIOMCKa, KOTOPBIA oOecriedrBaeT HaXoXk-
JeHue TI00aTbHOrO0 ONTUMyMa, HO BBI-
YHUCIIUTENIFHO CIIOKeH. Takke NpuMeHs-
IOTCSI OBICTPBIE aJITOPUTMBI ITOUCKA!

1. TpexmaroBblil MOUCK — UTEPATUB-
HBIH MMOMCK C OOJIBIIMM IIIArOM Ha IEPBOM
JTane ¥ yMEHBIICHUEM IIara Ha MOCIedy-
OIINX.

2. Anroputm diamond search — monck
o 1mabnony B ¢opme pomba, 4TO JIydIe
COOTBETCTBYET €CTECTBEHHOMY pacrpejie-

JICHUIO BEKTOPOB ABUKCHHA.

3. Hepapxuueckuil (mupaMuIaibHbIN )
MOVCK — OIIEHKA JBIDKEHHSI HAYMHACTCS Ha
YMEHBIIIEHHONW KOMHMW Kajpa Ui TIOMCKa
rpy0oro cMemieHus ¢ MociaenyonyM yTod-
HEHHMEM Ha KaJIpax OOJIbIIETO Pa3peIIeHHs.

CoBpeMeHHBIE KOJEKH (Hampumep,
HEVC u AV1) ucnons3yroT aganTUBHOE
pa3zouenue Ha 6moku (Coding Tree Units).
OTO TMO3BOJSET HCIOJIB30BaTh BEKTOPHI
JBUKEHUS JUIs OJIOKOB pPa3HOTO pa3mepa —
OT KPYIHBIX (64x64) 115t OTHOPOIHBIX 00-
JacTe a0 Menkux (4x4) — ans rpaHwuIl
00BEKTOB U MEJIKUX AETAJIEH.

Hcnonp30Banne METaaHHBIX KOAEKa

IMMO3BOJIACT M3BJICKATh 3THU BCKTOPLI 0e3
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WanbHeB N.0. , AkceHos A.1O.

MeTopn n3BneyeHus BEKTOPOB ABMXEHUA B CUCTEMaX TEXHUYECKOrO... 209

MOJTHOW JIEKOMITPECCHUU BHIEONOTOKa. M3-
BECTHBI TPOTPAMMHBIC pealn3aliy, dYa-
CTMYHO peanu3yrolue (QyHKIHIO H3BIe-
YeHHs] TaKMX METAJaHHBIX B BHUJE MHTEP-
IpeTHPYEMOro Koja Ha s3bike Python', a
TaK)Ke armapaTHble BapUaHTBI pealn3a-
uun’ [16].

Pe3ynbTaTtbl U X 06CyXaeHue

IIporpammuasi peanu3sanusi. Jlns
U3BJICUEHUSI BEKTOPOB IBUKECHHUS W3 BU-
JIeonoToKa OblT pa3paboTaH NpOrpaMM-
HBII MOJyJIb 3aXBaTa BHJECOKAJAPOB Ha OC-
HoBe 6ubmuorexu FFmpeg® (puc. 3). Jan-
Hasl peajn3alys MHBapUAHTHA K BUIY HC-
TOYHHUKA JAHHBIX (BUIEONOTOK C KaMephl,
CETEBOM peCypc, JTOKAIBHBIN (aiin).

Ha nepBom sTane BBINOJHAETCS WHHU-
HUaIU3a1us UICTOYHHUKA BUIEONOTOKA, YTO
BKJIIOYAET CJIEAYIOIINE CTAaHAAPTHBIE VIS
FFmpeg neiicrBus:

— OTKPBITHE KOHTEMHEPA
(avformat_open_input);

— YTEHHE 3aroJIOBKOB

(avformat_find_stream info);

! Motion Vector Extractor [caiiT]. GitHub; 2025
[oOHOBEHO 25 OKTHOpst 2025; mpoIMTHPOBaHO 25 OK-
Tsi0pst 2025]. URL: https://github.com/LukasBommes/
mv-extractor.

2 Tatent Ne 2837541 C1 Poccuiickas ®enepamms,
MIIK HO4N 19/513, HO4AN 19/139, HO4N 19/105.
YerpolicTBo 1 crioco0 Uit KOIMPOBAaHUST BEKTOpa JIBU-
YKEHUSI ¥ YCTPOMCTBO M CIIOCO0 JyIsl IEKOAMPOBAHHS BEK-
Topa aswkenust / M. Tlapk, M. Tlapk, K. You u np.; Ne
2024101234: zasn. 25.04.2024: ony6n. 01.04.2025; 3a-
seuterts CAMCYHI™ DJIEKTPOHUKC KO., JIT/; I1a-
TeHT Ne 2408160 C1 Poccuiickas Deneparmsi, MITK
HO4N 7/28, GO6T 7/20. Crioco0 HaxOXK/IEHHST BEKTOPOB
JIBUOKEHHS JIeTallell B TMHAMUYECKUX HM300payKeHUSIX |
ycTpoiicTBo s ero peaymmzanuy / B. T1L J[BopkoBud,
A. B. JIBopkoBuy, B. B. Heuenaes. Ne 2009130446/09:
3asei. 10.08.2009: omy6i. 27.12.2010 /.

3 FFmpeg [caiit]. FFmpeg; 2025. URL:
https://ffmpeg.org.

— TOUCK TpeOyeMoro BHICONOTOKA
Cp€au OOCTYIIHBIX ITOTOKOB BHYTPHU KOH-
TEUHEPa;

— CO3JaHHMC MW HWHHIHUAJIHU3alUsgd BU-
JIe0JIEKO/IEpa Ha OCHOBE MapaMeTpOB Haii-
JIIEHHOT'O II0TOKA.

KiroueBbIM OTIMYHEM OT THUIIUYHOTO
ACKOAUPOBAHHUA SABJIACTCA HeO6X0)II/IMOCTL
SABHO yKa3aTb JIEKOJEpPY HKCIOPTUPOBATH
BCKTOPbI AIBUIKCHHA. 9T0 JOCTUTACTCA
YCTAaHOBKOW COOTBETCTBYIOIIErO (piara
Yyepes3 CIIoBaph OMIMI KOJIEKa:
av_dict set(&mCodecOptions, "flags2”,
"+export_mvs’, 0);
rne "flags2" — wumsa mapamerpa, a
"+export mvs" — 3HaUEHHE, BKIIOYAIOIIEE
9KCIIOPT BEKTOPOB ABUIKCHUS.

[Tocne ycnemHon nHUIMAIA3alNN Jie-
Koa€pa MOXHO IIOCJICOOBATCIIBHO H3BJIC-
KaTb KaJpbl: CHa4Yajla B C)KAaTOM BHUIC (Ha-
KETBI, A\ Packef), 3aTCM NCPCaaBaTb UX B
nekomep (avcodec send_packel), mocme
4gero ImoJiydarb paCKOAUPOBAHHBIC KaIpbI
(AVFrame) B (opmare, ompenenseMom Hc-
XOIHBIM BHJICO (avcodec receive frame).

Ecimu iekoziep ObUT KOPPEKTHO HACTPOEH
C (bHaFOM export mvs, TO B paCKOIUPOBAH-
HoM Kaape (AVFrame) Oymyt mpucyTcTBO-
BaTh JOMOJHUTENbHBIC (Side) MaHHBIE C TH-
noM AV_FRAME_DATA_MOTION_VECTORS.

WX MOXHO TIOJTyYHUTh CIIETYOLIM 00Pa30oM:
AVErameSideData* side_data

av_frame get side data(mAvlrame,

AV_FRAME_DATA_MOTION_VECTORS);
HpI/I HaJIMYUMU TaKWX OAHHBIX OHU CO-

JCpKaT MaCCUB CTPYKTYp AVMotionVector,

COJIEPKAIMN NCKOMBIE BEKTOPBI JIBUIKECHHUS

IUTSL OTZIENTBHBIX OJIOKOB Kazpa (puc. 4).
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FFmpeg
Input File libavformat libavcodec | » libavfilter
P ”| demuxing decoding apply effects
[ T T
Y \ 4 |
; . |
Output File |« I|bavco.dec L. ||bavc0fjec .
encoding encoding
A
|
Y
External
encoder
library

Puc. 3. CTpyKTypHas cxema B3auMOoencTBIUIM KoMNoHeHToB FFmpeg'

Fig. 3. Structural scheme of FFmpeg components interaction’

typedef struct AVMotionVector {
int32_t source;
uint8_t w, h;
intl16_t src_x, src_y;
int16_t dst_x, dst_y;
uint64_t flags;
int32_t motion_x, motion_y;
uintl6_t motion_scale;

} AVMotionVector;

Puc. 4. OnucaHune CTpyKTypbl OaHHbIX
AVMotionVector

Fig. 4. The AVMotionVector data structure
description

Oo6aacTtu npuMeHeHnus. Pazpaboran-
HBI MPOTPaAaMMHBIA MOAYJIbh OBUI MPOTE-
CTUPOBAH B TPEX pa3IMYHBIX 3a/layax.

1. MOHMTOpPUHT ABUraTeIbHOM aKTHB-
HOCTH B TIOJIC 3pEHHsI KaMepbl — HamboJiee
o0mmii cimydJaii 3amadi, UMEIOIIMNA TpUMe-
HEHHE B OXpPaHHBIX CHCTEMaX, CHUCTEMax
cOopa JaHHBIX U AaHAJIMUTUKY (pHC. 5).

2. MOHUTOpPUHT TIOBEACHHUS OMOJIOTH-
YECKUX OOBEKTOB JUISl PEUICHHS CEIbCKO-

XO3SHUCTBEHHBIX 3a1a4 (puc. 6a, 66). Jlan-

! FFmpeg [caiit]. FFmpeg; 2025. URL:
https://ffmpeg.org.

HBIi MOHUTOPUHT HCHOJNB3YeTCs Ul paH-
HEero BBIABICHUS (PUIUOIOTUIECKUX OT-
KIIOHCHHH, MO0 3a00JIEBaHUN y KHUBOT-
HBIX TMYTEM OIpENeNICHHs OIpPeIeTICHHBIX
(DM3HOJIOTUYECKUX COCTOSIHUN, JHOO OT-
KJIOHEHHH OT HOPMBI 4Yepe3 aHallu3 HuX

nBwxeHus [17].

Puc. 5. BoigeneHne BEKTOPOB ABUXKEHMWS B
3apa4ye MOHUTOPUHra JOPOXHON
obCcTaHOBKM

Fig. 5. The motion vectors detection in
road situational monitoring
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Puc. 6. a — OnpegeneHne COCTOAHMIN XNBOTHbIX Yepe3 BbiAENEHNE XapaKTEPHbIX OBWKEHNN,
6 — Onpegenenne pr3nMoNorM4ecKnx OTKIIOHEHWI B NOXOAKE XUBOTHbBIX

Fig. 6. a — Obtaining of cattle health state through detection of characteristic motion patterns,
6 — Detection of physiological deviation in cattle walk pattern

3. 3ajaya BU3yaJbHOM OJOMETPUU IS
ABTOHOMHBIX POOOTOTEXHUYECKUX KOMILICK-
coB (puc. 7). [lannas 3amaua akTyanbHa ISt
YTOUHEHUS TIOJIOXKEHUS POOOTOTEXHHYE-
CKHX KOMIUIEKCOB (B yactHOoCcTH, BJIA) B
YCIIOBUSIX HEAOCTYITHOCTH CHCTEM TJI00AITh-

Hou crrytHuKoBo# HaBuramuu (THCC) [18].

2
(4

“ s
v. L
7 o & G A

&

Pa3paGoTaHHbBIil TIPOrpaMMHEII  MO-
IyJb TaKXe MOXXET HCIOJb30BaThCs B 3a-
Jadax WACHTU(UKAIMK U CPaBHEHUS BU-
JieoriocaeaoBarenbHocTel [19].

BbiBogbl

MeTtoapl TEXHMYECKOTO 3pEHMS, OC-
HOBAHHBIC Ha IOMCKE M HCIIOJIb30BAaHUN
BEKTOPOB JIBU)KEHUS, SIBJIIFOTCS BaYKHBIM

Puc. 7. BoigeneHne BeKTOPOB ABWXEHUS B 3agadve Bu3yarnbHOW ogomeTpun npu gsmxkexHumn bJ1A

Fig. 7. Detection of motion vectors in visual odometry task for UAV
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MHCTPYMEHTOM JIJIsl YCTPaHEHHS BPEMEH-
HOW W30BITOYHOCTH B BHJIEOIOCIIECIOBA-
TEJILHOCTSIX, CXKATUSI BUICONAHHBIX, Pelle-
HUH TPHUKIAIHBIX 3a]a4, OCHOBAaHHBIX Ha
MOHUMAaHUKM CEMAaHTUKU JBU)KCHUS HA BH-
JeoKaape. DBOMIOIUS METOIOB pabOThI C
HUMH — OT IPOCTOTO OJOYHOTO COIMOCTaB-
JICHUsl 10 aJanTHBHOTO pa3OueHus, ad-
¢uHHOTO TPEeoOpa3oBaHMsl M  CIOXKHBIX
PEKMMOB TPEJCKa3aHUsl — HANPSIMYIO OII-
penensieT pocT 3H(PEKTUBHOCTH CKATHS B
HOBBIX CTaH/JapTaX KOJUPOBAHUS.

AHanu3 paHHHX UCCJIEIOBAaHUH IOKa-
3aJl CHIDKEHHE aKTUBHOCTH T10 pa3paboTKe
COOCTBEHHBIX AITOPUTMOB OIICHKH [[BU-
KEHUs B BUACOJAHHBIX IpumepHo ¢ 2010
rojia, YTo 0OyCIIOBJIEHO IEPEX00M Ha J0-
CTYIHBIC TPOTPAMMHBIC peau3aliy aj-
roputmoB Jlykaca-Kanane, ®apuobeka, pe-
aIM30BaHHBIE B COCTaBE OTKPBITHIX |
KOMMEpPYECKUX OMOIUOTEK KOMIBIOTEPHO-
'O 3pEHHS.

Bwmecte ¢ TeM, GONBITMHCTBO HCIIOIb-

3YEMbBIX MCETOOOB OCTAKOTCA OJOCTATOYHO

PECYpPCOEMKUMU 10 OTHOILLIEHUIO K BBIUKC-
JINTEIIIO.

ABTOpaMu TpPeAIOKEH MOAX0J, OCHO-
BAHHBIM HAa WCIOJB30BAHUU YXKE Cylle-
CTBYIOILIMX JAHHBIX O JIBUKEHHUH, KOTOPbIE
(OpPMHPYIOTCSI CTaHAAPTHBIMU BHUJICOKO/IE-
KaMH, ¥ pa3paboTaH MPOrpaMMHBINA MOTYJTb
Ha s3plke C++ 175 U3BJIEUEHHS BEKTOPOB
JIBIOKCHUS, TTO3BOJISIONIMN 3HAYUTEILHO CO-
KpaTuTh TOTPEOHOCTH  BBIYHCIUTEIHHBIX
PECYPCOB NIPH PELICHUU 3a/1a4d OIpeeIie-
HUU IBW)KCHHS OOBEKTOB B BHICOJAHHBIX.

JlaHHBIM TOAX0 MOXET ObITh 3¢ dek-
TUBHO TIPUMEHEH B 3a/adax, TAe OOBEMBI
00pabaThIBa€MbIX  JTAHHBIX IPEBOCXOIST
BO3MOYKHOCTH HCHOJIb3YyEMbIX BBIYUCIUTE-
JIeld, BOCTpEOOBaHHBIX TPHU pa3paboOTKe Ta-
KAX KPYMHOMACIITaOHBIX TPOEKTOB, Kak
OOpPTOBBIE CHUCTEMBI TEXHHYECKOTO 3PEHHS,
MHOTOKaHaJIbHbIE CUCTEMbI TPaHCHOPTHON
0€30MacHOCTH, CUCTEMbl MOHUTOPWHTA KH-
BBIX OOBEKTOB, CUCTEMBI IIOMCKA U HUJICHTH-

(uKaImy BUICOTAHHBIX.
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