70 Wndopmatuka, BbIMMCTIMTENBHASA TEXHMKA 1 ynpaenenne / Computer science, computer engineering and control

OpuruHanbHas ctatbs / Original article

Y[K 625.7:004.9
https://doi.org/10.21869/2223-1560-2025-29-4-70-92

Bbi60op pa3pAAHOCTU KOMMNOHEHTOB HEJIMHEMHOro HeMpoHa
npu peanusauumn Ha MNMNJIUC

O.l. BoHaapb ', E.O. BpexHesa !, [1.A. Nony6es '

" 1Oro-3anagHblil rocy0apCTBEHHbIN YHUBEPCUTET
yn. 50 net OkTs6ps, 4. 94, r. Kypck 305040, Poccuiickas Penepaums

P<l e-mail: b.og@mail.ru

Pesiome

Lenb pabombi: uccriedosaHue 3agucuMoOCmuU MexJOy MoepeuwHocmbto OaHHbIX Ha 8xo00e HelpoHa, rnpedHasHa-
YeHHO020 011 NMPUMEHEHUS 8 UCKyccmeeHHoU HelipoHHoU cemu Ha NJTUC, u noepewHOCMbi0 8bl4UCIEHUU, a makxe
pa3pabomka memoduKu ebibopa pa3pssOHOCMU KOMIMOHEHMO8 HelipoOHa, Harpas/ieHHOU Ha CHUXeHUe arnapamHbiX
3ampam npu coxpaHeHUU mo4YHoOCmu eblqucieHul, adekeamHol MOYHOCMU UCXOOHbIX OaHHbIX.

Memodsbi. B pabome ucrionb308arnucb MemoOb! MPOeKmMuUpo8aHUsi YUGhposbIX ycmpolicme Ha OCHO8e Si3biKa OruUCaHUs
VHDL, aHanusa nospewHocmel 8bi4UC/IEHUl OMHOCUMErbHO 3maroHHoU modenu ¢ nnasarouel moykol, a makke
mMemodbl cuHmesa ycmpolicms U OUEHKU Ucrionb3yeMbiX annapamHbix pecypcos NJINC ecmpoeHHbie 8 Xilinx ISE. [nsa
obpabomku pe3syribmamos MnPUMEHSIIUCL MemoObl MamemMamu4yeckoli cmamucmuKu, BKItoYasi rMocmpoeHUe pezpec-
CUOHHbIX MoOerieli 3a8UCUMOCIU MOYHOCMU U arnapamHbix 3ampam om paspsadHOCMU UCXOOHBIX OaHHBIX.
Pe3ynbmamei. NpedrioxeH gapuaHm oUeHKU pa3psdHocmu ycmpoticmea 0bpabomku, rno3eornsrouuli coannacosams e20
pas3psadHOCMb C M02PeuiHOCMbIO UCXOOHbIX OaHHbIX, UCCIedo8aHO erlusiHue paspsiOHocmu rpedcmasnieHusi 8X00HbIX
OaHHbIX U 8eC08bIX KOIGhhUUUEHMO8 Ha MOYHOCMb 8bIHUCEHUU U 06bEM 3aHUMaeMbIxX HeUPOHOM arinapamHbIX pecyp-
cos, peanu3osaHHoM Ha [/IVIC. Ha ocHose VHDL-onucaHusi ycmpoticmea cosdaHa napamempu3syemasi MoOerib, rno3eo-
J1Fr0Wast coaracoB8aHHO U3MEHSIMb PaspsOHOCMb 31eMEHMO8 HeUPOHa rpu USMEHEHUU pa3psiOHOCMU 8X00HbIX CU2HarIo8.
Ans oueHKku enusHUsi pa3psOHOCMU Ha MOYHOCMb 8bIHUCIEHUL UCMOoMb308anacb 3maroHHas mModefls Ha OCHO8e
apugmMemuku ¢ nnasarouweli moyxoul. [ns kax0o20 eapuaHma pa3psOHOCMU fpo8oduUsUCh CPaBHUMESbHbIE 8bIHUCITE-
HUST 8bIXOOHO20 3Ha4eHusi ycmpolicmea, U paccyumbieanach MospewHocms. Takke aHanu3upoearioch erusiHue
paspssdHocmu Ha ucronb3ogaHue arinapamHbix pecypcos [MINC: konudecmeo LUT, peaucmpos (FF). Anpobauus
memoda nposodurniace Ha 6ase lNJINC Xilinx Spartan-3E XC3S500E (xc3s50e-4pq208), ¢ ucnonb3oeaHuem cpedbi ISE
Design Suite 14.7. bbinu peanu3osaHbl HECKObKO eepcull Uughposozo ycmpolicmea ¢ pa3psiOHOCMbH 8XO0HbIX OaHHbIX
om 4 0o 12 6um (c y4émom 3HaKo8020 paspsida). [ kaxdo20 criyyas 3athuKcuposaHbl: makmosasi Yacmoma pabomsl,
ucrionb3yembie pecypcel T/IMC, mouHocmb uamepeHul. Ha npumepe 12-6umHbiIX UCXOOHbIX OaHHbIX MOslyYeHa
aKcriepuMeHmarbHasi oueHka obbéma mabnuubl cuemoudarnbHol yHKUuu (8192 sueek), noseonsrowel docmuydb
KoMripomucca Mex0y MmOYHOCMbIO 8bIHUCIIEHUl (MakcuMarbHasi npusedeHHas nozgpewHocmb — 0,12%) u o06bémom
annapamHbix 3ampam (ucrionb3yemcs 1% annapamHeix pecypcos [INC).

3aknroyeHue. B daHHOU pabome npedcmasneHo ornucaHue cxeMbl HelipoHa ¢ cuamoudaribHol hyHKuuUel akmuesayuu,
pearnu3ogaHHOU Ha si3bike onucaHusi anrnapamypsl VHDL, npueodHol dna uHmezpayuu 8 Hellpocemesble peuleHus1 Ha
rpoepamMmupyeMblIX JI02UHECKUX UHMezaparbHbIX CXemax. Ycmpolicmeo npuHUMaem 6xX00HbIe UerIoHUCIEHHbIE 3HaqYeHUsT
puKkcuposaHHoU pa3pssOHOCMU CO 3HaKOM, OCYLUeCcmerisiem 8bIYUCIIEHUE CYMMbI 8368EeWEHHbIX 8XO0HbIX cugHaros u
CMeweHuUs1 U ¢hopmupyem 6bIxo0 HelpoHa Ha OcHose mabriuybl roucka, xpaHsawelicss e 6rioyHol namsimu (RAM).
lpusedeHo onucaHue pabombi MOOyris, €20 MacwimabuposaHue u onmumu3ayusi. [pedrnoxxeHHbIU Memood ro3gorssiem
onpedenumes onmuMarbHyt0 pa3psiOHOCMb ycmpolicmea obpabomku, obecriequsarowjull coeriacogaHHbIl C rnoepeur-
HOCMBIO UCXOOHbIX OaHHbIX YpOo8eHb rnoepewHocmu rnpu MUHUMAasIbHbIX arirapamsHbiX 3ampamax. I'IonyquHb/e 3asu-
cumocmu mMoz2ym bbimb UCMOMb308aHb! Ha 3mare npoekmupogaHusi 0511 8bibopa napamempos Luugposbix Modynel
obpabomku uHghopmayuu 8 cucmemax peasibHO20 8PEMEHU U 8CmpaugaeMbix ycmpolicmeax.
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Knrodeebie cnoea: yugpposasi obpabomka; UCKYCCMBEHHbIU HEUPOH; 8bI4UCIEHUS C (bUKCUpOBaHHOU MOYKOU;
npoepamMmupyemasi ioeudeckas uHmeepareHasi cxema (MIMC); VHDL; paspsiOHocmb OaHHbIX; annapamHas peasnu-
3ayus; hyHKUUs akmugayuu; mabnuya akmusayuu.

KoHpnnukm unmepecoe: Aemopbl Oekrapupyrom omcymcmeue SI8HbIX U NMOMeHyUasibHbIX KOHQIIUKMO8 UHMmMe-
pecos, cesizaHHbIX ¢ nybnukayuel Hacmosuwel cmambu.

Ansa uitupoBanus: BoHpapb O.I., bpexHeBa E.O., N'ony6es [.A. Bbibop pa3psaHOCTU KOMMOHEHTOB HENTMHENAHOrO
HenpoHa npu peanusaumn Ha MINC // M3sectust KOro-3anagHoro rocyaapctBeHHOro yHvueepeuteta. 2025; 29(4): 70-92.
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Abstract

Purpose. Investigation of the relationship between input data error of a neuron intended for use in an artificial neural
network implemented on FPGA, and computational error, as well as development of a methodology for selecting the
bit width of neuron components aimed at reducing hardware costs while maintaining computational accuracy
consistent with the accuracy of the input data.

Methods. The study employed methods of digital circuit design based on the VHDL hardware description language,
error analysis of computations relative to a floating-point reference model, as well as device synthesis and FPGA
resource utilization estimation methods integrated into Xilinx ISE. Mathematical statistics techniques, including the
construction of regression models describing the dependence of accuracy and hardware costs on input data bit width,
were applied to process the experimental results.

Results. A method has been proposed for estimating the bit width of the processing unit, enabling its precision to be
matched with the inherent error level of the input data. The impact of the bit width of input data and weight
coefficients on computational accuracy and the amount of FPGA hardware resources consumed by the implemented
neuron was investigated. Based on the VHDL description of the device, a parameterized model was developed that
enables coordinated adjustment of the neuron’s internal component bit widths as the bit width of input signals is
varied. To assess the effect of bit width on computational accuracy, a floating-point-based reference model was used.
For each bit-width configuration, comparative computations of the device’s output were performed, and the resulting
error was quantified. The influence of bit width on FPGA resource utilization — specifically the number of LUTs and
flip-flops (FFs) — was also analyzed. The proposed methodology was validated on the Xilinx Spartan-3E XC3S500E
(xc3s500e-4pq208) FPGA platform using the ISE Design Suite 14.7 environment. Multiple versions of the digital
neuron were implemented, with input data bit widths ranging from 4 to 12 bits (including the sign bit). For each
variant, the operating clock frequency, utilized FPGA resources, and computational accuracy were recorded.

As a case study using 12-bit input data, an experimental evaluation determined that a sigmoid function lookup table
with 8,192 entries achieves an optimal trade-off between computational accuracy (maximum relative error — 0.12%)
and hardware cost (occupying only 1% of the FPGA’s available resources).
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Conclusion. This paper presents a description of a neuron circuit with a sigmoid activation function, implemented in
the VHDL hardware description language and suitable for integration into neural network solutions on Field-
Programmable Gate Arrays (FPGASs). The device accepts signed integer input values of fixed bit width, computes the
weighted sum of inputs and bias, and generates the neuron’s output using a precomputed lookup table stored in
block RAM. The operation, scaling, and optimization of the module are described in detail.

The proposed method enables determination of the optimal bit width for the processing unit, ensuring that
compultational error remains consistent with the error level of the input data while minimizing hardware resource
consumption. The obtained relationships can be utilized during the design phase to select parameters for digital
processing modules in real-time systems and embedded devices.

Keywords: digital processing;, artificial neuron; fixed-point arithmetic;, Field-Programmable Gate Array (FPGA);
VHDL,, data bit width;, hardware implementation; activation function;, lookup table.
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BBepgeHue

Hcnone3oBaHne nporpaMMHoO-amapar-
HBIX YCKOpuTeneld Ha 0a3e mporpaMMupy-
€MBIX JIOTUYECKMX HHTETPAIBHBIX CXEM
(IUTUC) cranoBuTcs BcE Oojee aKTyallb-
HbIM IIPH pELIEHUU 3aJad MaUIMHHOIO
00y4yeHHsI, OCOOCHHO B yCIIOBHSIX OTPaHU-
YEHHBIX PECYpCOB U HEOOXOIUMOCTHU BBI-
COKOW IIPOM3BOJIUTENIBHOCTH HA EAMHMILY
sHepronorpedienus [1]. OqHum u3 KiIroye-
BBIX JIEMEHTOB TAKMX CHUCTEM SBIISIETCS HC-
KyCCTBEHHBI HEHpOH — 0a30Bas BBHIYUCIIH-
TeJIbHAsl €VHULA, PEATN3YIOLIas ONepaluu
CKaJIIPHOTO IPOMU3BENECHHUS U NPUMEHEHHUS
(GYHKIMU aKTUBALUH. AKTYalbHOCTb arlia-
parnoii peammsauun MHC wa ITJIMC nog-
YEpKHUBACTCSI KOHKPETHBIMU NPUMEHEHUS-
Mu, Harnpumep, 3Q(EeKTUBHONH M 3KOHO-
MHYHOH peanu3anyueldl HEHPOHHOU CETH Ha
[UIMC mns mudpoBOro NpeabICKaKeHUS
(DPD) B muOrokanansusix (MIMO) cucre-
Max CBSI3U, J€ KPUTHUYECKH BaXKHBI OJHO-

BPEMEHHO BBICOKAs TMPOITyCKHasl Croco0-

HOCTb, MaJIO€ BpPeMsI OTKJIMKA U PALlOHAIb-
HOE HCIIONIb30BaHKE aIMapaTHBIX PECYpPCOB
[2]. Takas peanu3auusi MO3BOJISIET peEIIATh
NPaKTUYECKUEe WH)KXEHEPHBIE 3a/1aud, TaKHe
KaK JIMHeapu3alys YCHJIUTENeH MOIIHOCTU
B 0a30BBbIX CTAHLUSAX COTOBBIX CETEH, UTO
TpeOyeT BBICOKOH CKOPOCTH OOpabOTKH H
3P PEKTUBHOTO HCTONB30BAHMSI JTOCTYITHBIX
pecypcos IIIMC.

JlanpHeliee pacmmpeHne oOmacrei
NPUMEHEHHUS anmnapaTHbIX YCKOpUTENeH Ha
TUINC Brimroyaer aaxe 3KCTpeMalbHbIE yC-
JIOBUSI, HampuMep, KOCMUYECKHE MHCCHUH,
rze nensrces takue xapakrepuctuku [TJINC,
KaK paJHalllOHHAas CTONKOCTb, SHEProdd-
¢dexTuBHOCTH U THOKOCTh. Kak mokasbiBa-
et o030p, IIJIMC paccmarpuBaroTcs Kak
MepCIeKTUBHAs Tuiargopma Jjs peanusa-
IIUM HEHMPOHHBIX CETEH, CIOCOOHBIX BBIMNOJ-
HATh 337]a4d aBTOHOMHBIX OIlepaluii, aHa-
JM3a JIaHHBIX CEHCOPOB M CXKATHsl JaHHBIX
HETIOCPEJICTBEHHO Ha OOpPTy KOCMHMYECKHX
anmapatoB [3]. AHaJM3 CyHIECTBYIOIIMX
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MOAXOO0B, MPEICTaBICHHBIN B paboTax, Mo-
TIOOHBIX 0030py [4], mOATBEpPXKIAET paCTy-
IIMI UHTEPEC K ONTUMU3ALMN apXUTEKTYp U
METOJIOB pealM3alii HEHPOHHBIX CETEW Ha
IUIMC, HampaBlieHHBIX Ha JOCTHXKEHUE
MaKCUMaJbHOW 3((EKTUBHOCTH U SHEPro-
SKOHOMHYHOCTH JUIsl Pa3HOOOpPa3HBIX MpH-
JIOKCHUH.

Peanusanus HEMPOHHBIX CETEU U JIPy-
IMX HEJIMHEWHBIX YCTPOHCTB uU(POBOI
oopabotku Ha [IJIUC sBnsieTcss ogHON M3
aKTyaJbHBIX 3aJau4 B 00JaCTH BCTpavBae-
MBIX CHUCTEM U DPACHpPEICNEHHBIX BBIYHC-
neHuit  (3mx-xkommbioTUHT) [5]. Uckyc-
CTBEHHBIII HEHPOH MOXET OBbITh pean30-
BaH Pa3IMYHBIMU CIIOCOOAMHU: OT MPOCTHIX
CYMMaTOPOB U YMHOXHUTEJIEH 10 CIIOKHBIX
napajyieIbHbIX apXUTEKTyp C KOHBenep-
HOU 0OpaboTkoif. Cpenu H3BECTHBIX pe-
IIEHUH MOXKHO BBIIEIUTH pabOTHI, B KOTO-
poix ucnons3ytorcss VHDL/Verilog nns
MPOEKTUPOBAHMS MapaMEeTPU3yEMbIX MO-
IyJel, IOAepKUBAIOLINX Pa3InYHbIE THU-
bl aKTUBALMU M (POPMATHI MIPEICTABICHUS
yucen [6]. AHanu3 CyIIECTBYIOIIMX MOJ-
XOJI0B K alnapaTHON peaau3alyy, BKIIO-
qast 0030pbl OTKPBITBIX UHCTPYMEHTOB [7],
MOJYEPKUBACT BAXXHOCTh ONTHMM3ALUN
0a30BOT0 BBIUYMCIUTEIBHOTO 3JIEMEHTa —
OTIEIILHOIO MCKYCCTBEHHOrO HenpoHa. Ilo-
BBILIIEHHE TOYHOCTH BBIYMCIICHUI HAa YPOBHE
OT/ENIbHOIO HEMpOHa, Hampumep, IyTeM
BBIOOpa MomXoAsIel (GyHKIMKA aKTHBAIIWH,
ONTUMU3ALUH Pa3PSAHOCTH MPEACTABICHUS
JaHHBIX WJIM MUHAMH3ALUH OIINOO0K OKPYT-
JICHUs], SBJSIETCSI KPUTHUYECKU BaXKHBIM IS
obOecrieyeHns oOIIeil TOYHOCTA U HAIEKHO-

cTu paboTHI Bceil HEMPOHHOM CETH.

OYHKIMA aKTUBAIUU SBIISIETCS OAHUM
U3 CaMBIX PECYpCOEMKUX STAlOB BBIYMC-
nenus HelpoHa. OnHUM U3 3PPEKTUBHBIX
crioco00B €€ peann3alyy SBISIETCS UCIONb-
3oBanue BHemrHe#d Tabmuier (LUT), xpans-
mietics B Omounoii mamsitu [IJIMC. B pabo-
tax [1,8] mpencraBieno onmcanue uuppo-
BOTO HEWpOHA C UCIIOJIb30BAHUEM OJIOYHOM
MaMsIT! I peanu3anuy (PyHKIMHA aKTHBa-
. Takod MOIXOJ ITO3BOJISIET MCKIIOUHUTH
JOPOTOCTOSIIIIE ONEPALUU BO3BEACHUS B
CTENICHb WJIM JCJIEHUS, XapaKTEepHbIE Ul
CUIMOUJATIbHON (YHKIMHM, 32 CUET MpeBa-
PHUTENBHOTO pacuéra TaOMWIBl 3HAYCHUU.
OTO fAenaeT BO3MOKHBIM CHIDKEHHE allra-
paTHBIX 3aTpaT M 3aJCPXKKH BBIYMCICHUS
(GYHKIIMY aKTUBAIIUU.

Kax ormeuaercst B padore [9], peanu-
3amMsl TPAJAWLIUOHHBIX (PYHKIIUH aKTHBa-
MU, TaKUX KaK THIEPOOTMYECKHI TaH-
renc u curmonaa, Ha ITJIMC moxeT OBITH
PECYPCOEMKON M3-32 HEOOXOIUMOCTH BHI-
IIOJIHEHUS CJIOXKHBIX ONEPALNNA, TAKUX KaK
BO3BE/ICHHE B CTENEHb (€Xp) M JEJICHHE
(1/x), 9T0 MOXXET MPUBOAWTH K BBICOKOMH
3anepxke. B aTolt ke pabore paccmaTpu-
BaeTCsl IpHUMEHEHHe OJIOYHOW maMsATu
(LUT) nns annpoxkcumanuu GyHKIUH TH-
nepOoIMYecKoTO TaHreHca. Takoi moaxon
MO3BOJISIET 000MTH CIIOKHBIE BHIYUCIICHHUS,
CHM>KAsl alrapaTHbIe 3aTPAThl U yMEHbIIAs
BBIYHCIIUTENBHYIO 3a/IEPKKY.

OnHMM M3 KIIHOYEBBIX HaIpPaBIICHUN
CHIDKECHHMSI allllapaTHBIX 3aTpaT SIBIIETCA
YMEHBLICHUE PA3PSIAHOCTH UCIIONIb3YEMBIX
nanubix [10,11]. MHorue wuccnenoBaHus
MOKa3bIBAIOT, YTO MEPEeX0a OT 32-OUTHBIX

yycell ¢ IUIABAIOIIEN TOYKOU K 8- Wi da-
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ke 4-OuTHBIM yHciaaM C (UKCUPOBAHHOMN
TOUYKOI TMO03BOJIIET 3HAYUTENBHO COKpa-
TUTH Ucnoiib3oBanne DSP-61okoB u peru-
CTpoB 0e3 CyILIECTBEHHOH MOTepU TOYHO-
ctu mojenu [12,13]. B [14] nokazaHo, 4to
CHIDKEHHE pa3psAHOCTH MOXKET 3Ha4M-
TEIbHO YMEHBIINUTh MCIIOJIb30BAaHUE pe-
cypcoB IIJIMC (Hanpumep, yMeHbIIEHUE
LUT na 6onee uem 40% npu nepexoze ¢ 8
our 10 4 OMT) C MUHUMAIBHOU MOTEpEH
qyBCTBUTEJIBHOCTU. AKTYaJIbHOCTh TOYHO-
ro u 3¢(HeKTUBHOTr0 KBaHTOBAHHUS MOAYEp-
KHUBAeTCs HEOOXOAMMOCThIO OOecreueHus
rapaHTUd TOYHOCTH, OCOOCHHO B 3a/Jadax
perpeccuu M KpUTHYECKU BaXKHBIX MPHIIO-
xeHusx. B pabdore [15] mpencraBneHa me-
TOJOJIOTUSI ¥ TPOTPaMMHBIM HHCTpPYMEH-
tapuil (Aster), KOTOpbIE MO3BOJISIOT aBTO-
MaTHUYECKHU ONPENeNITh ONTUMAIBLHOE pac-
npeaesneHne pa3psAHOCTH (Ha3HauYaTh CMe-
[IAHHYI0 TOYHOCTb) Il HPEICTaBIICHUS
gucesl ¢ (PUKCMPOBAHHON TOYKOW B HEM-
poHHOU ceTu. MHCTpYMEHT CTpPOro rapas-
TUPYET, YTO COBOKYIIHAs OIIMOKA OKpYT-
JICHUS Ha BBIXOJIE CETH HE IPEBBICUT 3a-
JAHHYI0 TI0Jb30BaTeNeM TpaHully. OITO
0COOEHHO BaXKHO JUIsI MPUMEHEHUs HeW-
POHHBIX CETEeW B CHUCTEMax YIPaBJICHUS U
ApYTUX 3ajjayax, Iie€ TOYHOCTh BbIUHCIIE-
HUWA KpuTh4Ha. JlanpHEWIee pa3BUTHE Me-
TOJIOB KBAaHTOBaHMS, BKIIOYAs pPa3pabOTKy
aJITOPUTMOB C HACTPaMBaeMOW TOYHOCTHIO,
TaKuX KaK OIMUCAaHHBIA B padote [16], rme
MPE/ICTaBJIEH aIrOPUTM KBAaHTOBAHMS C (PUK-
CUPOBAaHHOM TOYKOM U PETYJIUPYEMOH TOY-
HOCTBIO Ul CBEPTOYHBIX HEUPOHHBIX CETEH,
HAIpaBJIeHO Ha ONTHUMHU3AIMIO TOTOKA JIaH-

HBIX BHYTPHU CETH U TOBbIIIEHHE YPPeKTHB-

HOCTH Hcnonb3oBanus pecypcoB FPGA 6e3
yiepOa Jyist MPOU3BOANTETHHOCTH.

JUis KONMUYECTBEHHOM OLEHKH BIIHSA-
HUS Pa3psAIHOCTH HA TOYHOCTH BBIYHCIIE-
HUW MPUMEHSIOTCS METOIbl CPAaBHEHUS pe-
3yJlbTaTOB PabOTHI C (PUKCUPOBAHHON TOU-
KOl C OSTaJIOHHBIMHM 3HAYEHHUSIMH, MOJY-
YEHHBIMU C IIOMOIIbIO BHIYUCIICHUH C IL1a-
Batouieil Toukoi [13]. Ilpu sTom mpoBo-
JIMTCSI CTATUCTUYECKass 00pab0oTKa OMIIO0K
— BBIYHCIEHUE CpelHel aOCONIOTHOW H
OTHOCUTEJIBHOW TOTPENIHOCTEN, IUCIIEp-
CHH U JIOBEPUTEJIbHBIX HHTEPBAJIOB.

AHanu3 CymecTBYIOUUX MOJIXOA0B K
anmapaTHOM peanu3aluyd HEHUPOHHBIX Ce-
teit Ha [IJIMC nokassIBaeT, 4YTO BaXKHBIMHU
ocobennoctsamu [UIMC sBastoTcst mapai-
nenu3M U KoHseiepuzauus [17]. bnarona-
ps mapajuieIu3My MOXKHO MHOTOKPAaTHO
pacrpenensiTh U BBIYUCIATh PECYPCHI, KO-
r7la HECKOJIBKO MOAyJed MOryT paboTaTh
He3aBUCHMO, ofHOoBpeMeHHO. KonBeiiepusa-
IS JIefaeT anmapaTtHble pecypchl MHOropa-
30BBIMM, YTO MOXKET 3HAYUTEIHHO YIIyd-
[IUTh MapaUIeNbHYIO MIPOU3BOIUTEILHOCTD.
OnHako, Kak oTMeuaeTcs B psae pabot, B
yCIOBHSIX OrpaHndeHHbIX pecypcos IIVINC
3TH TOIXOAbl MOTYT OBITH HEIOCTYITHBI
unu Menee 3¢ dexruBHsl [§8]. Hanpumep, B
[18] mis MOBBIMIEHUS BBIYKUCIUTEIHHON
3¢ (HEKTUBHOCTH U MUHUMH3AIMH HCTIOIb-
30BaHUS PECYPCOB JIOTHUECKUX 3JIEMEHTOB
(LUTs) u tpurrepoB (flip-flops) mpume-
HSIOTCSI METO/IbI, TAKHE KaK BBEJCHUE KOH-
BEHEPHBIX PErHCTPOB MEXIY MPOMEXKY-
TOYHBIMU OIEPALUSIMU U COBMECTHOE HC-
MOJIb30BaHUE apU(PMETUYECKUX OIepanuit
(crmokeHue, CABUT) JIsl Pa3HbIX BBIYUCIIC-

HUW HEUPOHOB.
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D¢ eKTUBHOCTh aINMApPaTHBIX YCKOPH-
tened Ha [UJIMC monrBep»paeTcss MHOIO-
YUCIICHHBIMH ~ MCCJIEIOBAaHUSMH,  JIEMOH-
CTPUPYIOIIMMH HX TPEBOCXOACTBO B 3HEp-
ro3((eKTUBHOCTU U 3aJIep)KKe TI0 CpaBHe-
HHUIO C TPaAUIMOHHBIMH IIPOLIECCOpaMU U
rpaduueckumu  yckoputensmu (GPU) mst
uesnoro psaa 3agau MHC, ocobenno B ycio-
BUSIX OrpaHMYEHHBIX pecypcoB [19]. T'uo-
koctb apxutektypsl ILVIMC nossomnser anan-
TUPOBATh AaIIApaTHYIO pPEaH3aLHI0 0]
KOHKPETHYIO MOJIENIb U CLICHApHii UCTIONB30-
BaHMS, YTO JENAeT MX IpPUBJIEKATEIbHbIM
BBIOOpOM [UISl Pa3pabOTKU CHEeLUaIH3UpO-
BaHHBIX pEIICHUH B OOJIACTH MAIIMHHOIO
O0yd4eHMUsI.

Taxkum obpazom, Hapsiay ¢ KBaHTOBa-
HUEM U ONTHUMM3aluedl (QYHKUUN aKTHBa-
IIUM, METOJIbl CTPYKTYPHON ONTHUMH3AIHNH,
TaKhe KaKk KOHBeHepu3alys 1 napajiesnusm,
UTPAIOT BXXHYIO POJIb B pa3paboTke ¢ dek-
TUBHBIX allapaTHBIX yCKOpHUTENed Ha
[UIMC. Ognako, Kak MOKa3bIBAET MPAKTHKA
[15, 16], B yclIOBUSIX OTpaHUYEHHBIX PECYp-
COB TOMCK ONTHUMAJBHOIO OanaHca MEXIy
MPOU3BOJIUTEILHOCTBIO, TOYHOCTHIO M all-
MapaTHOI CI0XKHOCTBIO TPeOyeT KOMILIEKC-
HOTO TMOJAXO0J]a, BKJIIOYAIOLIEr0 BCE YyKa-
3aHHBIE METO/IbI.

B pab6orax [20,21] npeanaratroTcsi aB-
TOMATU3UPOBAHHBIE METOBI ONPEACIICHUS
ONTUMAJIBHOM Ppa3psAHOCTH, OCHOBAHHBIE
Ha MAalIMHHOM OOYYeHMH U CTaTHUCTHYe-
ckoMm aHaymze. B [20] onucan meton aBTo-
MaTU3UPOBAHHOTO TETEPOreHHOTO KBaHTO-
BaHMS, KOTOpBIH ONTUMM3UPYET paspsi-
HOCTb OT/ICJIbHBIX CJIOEB WJIH ONepaIuii riry-

OOKOW HEMPOHHOW CETH. DTOT MOIXOJ TM03-

BOJISIET HAXOIWUTh OalaHC MEXAYy TOYHO-
CTBIO MOZAEIM M 3aJEP>KKOH, HCHOIb3Yys
METO/bl aHAJIN3a YYBCTBUTEILHOCTU U OIl-
tuMu3anuu. B padore [21] aBTOpHI 0XBa-
THIBAIOT IMUPOKUH CIIEKTP METOIOB KBaH-
TOBAHMS, BKJIKOYAs aJIallTUBHbBIE U aBTOMa-
TU3UPOBAHHBIE MOAXO/bI, HaINpPaBJICHHbIE
Ha TIONCK ONTHUMAJIBHOW KOHQUTYpAIHH
Pa3pAIHOCTH Uil MUHMMH3alUH MOTEPh
TOYHOCTH TIPU CHIDKEHUW BBIYUCIHTEIb-
HOM CIIO’)KHOCTH M 0O0beMa mamsaTu. Takue
ABTOMAaTHU3UPOBAHHBIE METObI MTO3BOJISIIOT
3¢ EeKTUBHO CHUXKAThH anmapaTHbIE 3aTpa-
Thl 0€3 CYIIECTBEHHOW IMOTEpH KadecTBa
MOJIEIH.

Hcnonb30BaHHBI aBTOpaMHU CTaTbU
MOAXO0J OCHOBBIBAETCSl HAa MCIOJIb30BAaHUHU
nHOpPMAIMK O TOTPEIIHOCTH HCXOIHBIX
JaHHBIX, a THOKasl U MapaMeTpu3yemMasi Mo-
JeJIb HEJIMHEWHOTO €IVMHWYHOTO HEWpOHA
MO3BOJISIET: MCCIIENOBATh BIMSIHAE pa3psii-
HOCTH YCTPOMCTB 0OpaOOTKM IaHHBIX Ha
MOTPENTHOCTh BBIYMCICHUH, OLIEHUTh 00BEM
WCIIOJIb3YEMBIX allapaTHbIX CPEICTB KOH-
kpetHoi IIUVIMC, ncnosp30BaTh MOJIydYEH-
HbIC JaHHBIE IS 0OOCHOBAHHOTO BHIOOpa
Pa3pAIHOCTH Ha dTare NPOESKTUPOBAHMUS.

TounocTs 06pabOTKH NaHHBIX, 00BEM
anmnapaTHbIX CpPEACTB U MPOU3BOJUTEIb-
HOCTh — KOHKYPUPYIOILIUE XapaKTEepPUCTHU-
KM TIPY TIOCTPOEHUH TU(PPOBBIX YCTPOUCTB
00paboTKM JaHHBIX. M3BECTHBIM CITOCO-
O0M TOBBIIIEHUSI OBICTPOJACHCTBUSA U YII-
POILIEHHS] YCTPOWCTB SBJISIETCS MPUMEHE-
HHUE LEJIOYUCICHHON MarteMartuku. [lpm
3TOM OTpaHUYE€HHUE PAPSAHOCTH BBIYKC-
JUTENIEN ONMpaBJAHHO OrPaHMYEHHOW TOY-

HOCTBIO HCXOJHBIX JaHHBIX. B pabore moka-
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3aHa B3aUMOCBSI3b Pa3psAHOCTH KOMIIOHEH-
TOB UCKYCCTBEHHOT'O HEeiipoHa 00pa3yromux
KACKaJHYIO CTPYKTYpy. JleMOoHCcTpanus noa-
xoma ocyuectBisiercss Ha npumepe [IJIMC
Xilinx Spartan-3E XC3S500E, u wumito-
cTpupyet ero 3pQPeKTUBHOCTh B YCIOBHIX
KECTKUX OrPAaHWYEHUI amnmapaTHbIX pe-
CypCOB.

IlpuBeneHsl BBIPAXKEHUS, MO3BOJIIO-
LI1€ MPOU3BECTH OLICHKY pa3psIHOCTH CTy-
NIEHEH BBIYUCIINUTEINS, PE3YJIbTaThl OLEHKU
annapaTHbIX 3aTpaT M IOTPEIIHOCTH BbI-
YHUCIICHUN IIPU Pa3HOM pa3psAHOCTH UCXO-
HBIX JIaHHBIX, MOJATBEPKAEHHBIE MOJEIIH-

pOBaHHEM.

MaTepMan bl U MeTOAbI

Maremarnueckass OCHOBa Meroma 0Oa-
3UpyeTcsl Ha GopMyJie CKaSIPHOTO TPOH3-
BEJICHUS C IOCJICAYIONIMM J00aBICHUEM
CMEIICHUS W HEIMHEWHBIM TpeoOpazoBa-

HUEM uepe3 QyHKIUI0 aKTUBAINH:

y= S (X xw+b),

IJ€ X; — BXOJHBIC 3HAYCHUS; W; — BECOBbIC
k03 durmentsr; b — cmenienue; f{) — GyHk-
IS aKTUBAIMK (B JAHHOM CIIydae CUTMO-
u/a), pealn3oBaHHas depe3 TalOmuily, Xpa-
Hsnytocst B onounoi namsitu [UINC.

B nanHOW crathe mpencraBieHA
VHDL-Mmonens HEIMHEMHOTO HEUPOHa,
MOJIIEP>KHUBAIOLIAS:

— 00paboTKy HECKOJBKMX BXOJIHBIX
CUTHAJIOB;

— y4eT BECOBBIX KO3(h(UIMEHTOB U

CMEIICHUS;

— HeJMHeiHOe MpeoOpa3oBaHuE BBIXO-
Jla C WCIIOJIb30BaHWEM TaOJMYHOTO IMpe-
CTaBJICHUS] CHTMOHIATbHON (DyHKIINH;

— HACTPOMKY pAa3psAIHOCTH BXOJHBIX
CUTHAQJIOB, BECOBBIX KOA(PHUIMEHTOB U
MIPOMEKYTOUYHBIX PE3YJIbTATOB.

CrpykTypHas cxema YCTpOWCTBa Ipe.-
CTaBJIeHa Ha puc. 1.

OHa BKJIIOYAET CIEAYIOIINEe OCHOBHbIE
KOMIIOHEHTBI:

o [K*INPUT_WIDTH] — BEKTOp BXOJHBIX
CHUTHAJIOB (PUKCHPOBAHHOM Pa3psTHOCTH;

o [K*WEIGHT WIDTH]— BEKTOp BeCO-
BbIX K03(ppH1IHEeHTOB;

e Multiplier Array — MaCCHMB YMHO-
JKUATEJIEW U1 BBIYMCIICHUS] POU3BEACHUN
BXOJIHBIX CHTHAJIOB M BECOB M (opMaTH-
poBaHMs pe3yibTaTa (OTCEUeHNE MIIaIINX
pa3psaOB M KOHKAaTEHALWs I MCKIIIOYE-
HUS TTOCIIEAYIOIETO IEPETIOTHEHHUS );

e Summeation Unit — CyMMarop Ipo-
U3BCJCHUI M CMEIICHUS,

e Address Generaltor — npe06pa3yeT
CyMMY B aJpec sl TAaOJIUIbl aKTHBAIUH;

e Activation Table — XpaHHUT OpeaBa-
PUTENIBHO BBIYMCIICHHBIE 3HAYEHUSI CUTMO-
UIATbHON (DYHKIMM aKTUBALUK ISl TIO-
JIOKUTEIIbHBIX 3HAYEHNN apTyMEHTa;

e OQutput value Generator — (bOp-
MHUpPYET 3HauY€HHWE CUTMOUJAIBHON (DyHK-
U ¥ npeoOpa3oBaHue 0€33HAKOBOTO Iie-
JIOTO B 3HAKOBOE.

Mogens HelpoHa mapaMmerpusyema u
MOXKET OBITh aJaNTHPOBaHA TOJ] Pa3INIHbIC
3a7a4M 3a CYET U3MEHEHHs MapamMeTpoB 00-
LIETO Ha3HAYEHUS: KOJIMYECTBA BXOJIOB HEW-
poHa (INPUT_SIZE), pa3psIHOCTH BXOIHBIX
curHanoB (INPUT WIDTH), pa3psIHOCTH Be-
COBBIX KOd(purmerToB (WEIGHT WIDTH).
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BxonHble naHHBIE

Inputs
[k*INPUT _WIDTH]

Becosble k03 dureHTs!
Weights
[K*WEIGHT WIDTH]

Y

YMHOXHUTEND
Multiplier Array
[Inputs(i)*Weights(i)]

CymmaTtop
Summation Unit

Y

2 (Inputs(i)*Weights(i))+Bias

CmMmeleHue

Y

Bias

@DOopMUPOBATENb BHIXOJHOTO 3HAYEHHS
(BBIUUCIICHHE 3HAYEHHS IPH OTPULATEIBHON
cyMMe + npeoOpazoBaHue G€33HAKOBOTO LIEJIOr0

dopmuposarens agpeca
Address Generator
Abs(sum)—Addr

Y

Tabnuua akTuBaLuu
Activation table

A

B 3HAKOBOE)
Output value generator
(Sign Adjustment Logic)

Mem_data< = ram[addr]

Puc. 1. CTpyKTypHas cxema HenMHENHoro HeripoHa Ha MINnC

Fig. 1. Structural diagram of a nonlinear neuron implemented on an FPGA

QYHKIMOHUPOBAHUE YCTPOUCTBA:

1. YMHOXeHHe BXOJ0B Ha Beca. s
KaX/I0TO BXOJa BBIMOJHACTCS OIEpalus
YMHOEHHS COOTBETCTBYIOILIETO 3HAYCHUS
Ha CBSI3aHHBIN BecoBOM K03 durmenr. Pe-
3yJIbTAaT YMHOXCHHUS XPAHHUTCS BO Bpe-
MEHHOM MaccuBe. [l CHIKeHus paszpsia-
HOCTHU pe3yJibTaTa YMHOXEHHUS HCIONb3Y-
eTcs yCceueHue MIIaIIINX pa3psaaoB IpOu3-
BEJICHUS C COXPaHEHHUEM 3HaKa.

2. CymmupoBanue pesyiapraroB. Ilo-
Clie YMHOXCHHsI BCE INPOU3BEJEHHS CyM-
MHUPYIOTCSI C Y4€TOM 3HaKa M IeperojHe-
HUSI, CMEIEHHEe IMPeJBapUTEIbHO HOPMU-
pyercsi.

3. ®opmupoBaHHe aapeca A TabIu-
bl akTHBaLuU. B xauectBe aapeca RAM,
XpaHsmen Tabauiy (yHKIHUU aKTHBAlWH,

MMPUHUMACTCA a0COJIFOTHOE 3HAYEHHE CyM-

MBI.

IIpy >TOM HCHONB3YETCS CBOMCTBO

CUMMETPUU CUTMOMJIAJIbHOM (PYHKLIUH, YTO

YMEHBIIIaeT O0BEM MaMsTH, HEOOXOIMMOM

TUTSL XpaHEHUsT TaOJUITBI B IBA pasa.

3HayeHus (QyHKIUM aKTHBALUU IS

MOJ0KUTCIBHBIX 3HAUYCHUU

aprymeHra

BBIUUCIIAIOTCA 3apaHCC W K3 BHCUIHETO

¢aiina 3arpykarorcs B OJOYHYIO MMaMATh

ITJIMC. D10 mo3BOJISIET U30EXKaTh CII0XK-

HBIX BBIYMCJIICHUM B pCaJIbHOM BpPECMCHU U

IMMOBBICUTH MPOHU3BOAUTCIBHOCTDL CUCTCMEI.

4. Bepuduxanus u ontummzaims. s

Hesel aHaM3a U TeCTUPOBAHUS IPeTyCMOT-

PCHBI OTIIaA0OYHBIC CUTHAJIBIL.

Jlns pearm3anii MaKCUMAaJIbHOTO Obl-

CTPOIEHCTBUS U C YYETOM OIPaHUYCHHBIX

pecypcoB IUIMC Bce BblUMCIIEHHS OCyIlie-

CTBIAIOTCA B (popmate c (puKCHpOBaHHON

TOYKOM.
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Pazpaborannas VHDL- mozmens Moxer
ObITh aJaNTHpOBaHA IIOJ] MapaUIeIbHYIO
00paboOTKy C WCIIOJb30BAHMEM KOHBEWepa
IUIsl YCKOPEHUSI BBIIIOJIHEHUS OTlepalui, J10-
MYCKaeT MPOCTYyI0 3aMeHy (YHKIMH aKTu-
BallUd M3MEHEHUEM COJEP>KUMOr0o Taliu-
el B Oiounoit RAM u 3amenoit gpopmu-
poBaTest BBIXOAHOTO 3HAUEHHUS.

B xone mpenycMOTpeHBl OTJIaZOYHbIE
CUTHAJIbI, KOTOPBIE MTO3BOJIAIOT HAOIIOIATh
MPOMEXKYTOUHbIE 3HAa4eHUs (HAIpUMep,
MPOU3BECHNS BXOJHBIX JAaHHBIX Ha BECO-
Bble K03((uineHTsl), 4To OOJieryaer Te-
CTHPOBAaHUE U MOUCK OIIMOOK.

JUis KakJI0ro BapHaHTa pa3psiiHOCTU
BXOJHBIX JTAaHHBIX U BecoB (3-7-9-11), co-
OTBETCTBYIOIIUX Au(pdepeHnnanbHbIM pe-
KUMaM pacrpocTpaH€HHbIX 8-10-12 pas-
paoabix AL, mpousBoamics CcHUHTE3
VHDL-onucanus ycrpoiictsa B cpene ISE
Design Suite 14.7. ®ukcupoBanuch Mer-
PHUKHU HCIOJBb30BaHUS amlapaTHBIX pecyp-
coB IIJIMC: kommuectBo LUT (mporpam-
Mupyemasi TabJauia UCTUHHOCTH), KOJINYe-
ctBo peructpoB (FF), onpenensiiack Tak-
TOBas 4aCTOTa IOCIIE Pa3MeLeHHs] KOH(U-
TYPUPYEMBIX JIOTHUECKUX OJIOKOB M Tpac-
cupoBku cxembl. Tabmuuel LUT u peru-
ctpel FF — nBa 6a3oBbix pecypca [JINC,
KOTOPBIE HCHOJB3YIOTCS Ul pealu3alun
moboii 1udpoBor soruku. MIMEHHO Tmo-
TOMY OHU CUHUTAIOTCA KIIIOUEBBIMHU MET-
pUKaMH TpU CpPaBHEHUHU aIlllapaTHBIX 3a-
Tpat. OTH MapaMeTpbl MO3BOJISIOT OLCHUTH
3aBHCHMOCTb «Pa3psAIHOCTh — TOYHOCTh —
anmnapaTHble 3aTpaTbD» [2].

HaGop BXOJHBIX CHIHAJIOB, BECOB U
CMEIIEHUI TeHepUpOBaICs CIy4ailHbIM 00-

pazom B auanazone 0-1. i crenepupo-
BaHHBIX 3HAYCHUH OJHOBPEMEHHO BBIYKC-
JSUTMCh pe(ppeHCHBIE 3HAYEHHS BBIXOIHBIX
CHTHAJIOB C MCIIOJIb30BAHUEM apH(PMETHKH C
miaBaroreit 3ansroi. [ IIJIMC Bxon-
HbIE 3HAYEHHSI TIPEOOPA30BBIBAIUCH K I1EJ10-
YHUCIICHHBIM, TPeOyeMON pa3psiTHOCTH TIPE/I-
BapUTEIILHBIM MacIITaOUpoOBaHUEM (YMHO-
»KEHHMEM MCXOJIHOTO Ymcia Ha 2n-1, rae n —
pPa3psAAHOCTh AHHBIX O€3 3HaKa) W Tepe-
BOJIOM B JBOMYHYIO CUCTEMY CUHCIICHUS.
Brixomnoit curman VHDL- Momemn
Heiipona nenuncs Ha 2™-1, rne [ — paspsn-
HOCTh 3HAUYEHWUW (YHKIUU aKTHBAIHH

HeiipoHa. IlomydeHHble 3Ha4eHUA (), )

COIOCTABISUIUCH C peepeHCHBIMU 3Haue-
Husma (1, ). PaccunTeiBanace norpen-

HOCTb, MNPHUBCIACHHAd K MAKCHMAJIbLHOMY

3HA4YCHHIO:

5= Yvior =Y floar 100% |
Yinax
I[Hﬂ MO)leHI/IpOBaHI/IH 1 OTJaIdKN YCT-

pPONCTBA HCIIOJIB30BAJICSI HMHTErPUPOBaH-
Heiii ¢ ISE Design Suite cumymnstop ISim.
Ha ocHOBe moOJy4YeHHBIX AAHHBIX CTPOU-
JUCh JIMHEWHbIE PErpecCUOHHBbIE 3aBHCH-
MOCTHU MEXJy Pa3psIHOCThIO U MPUBEICH-
HOU MOTPEMTHOCTHIO BBIYUCIICHHM.
Meroauka orpeneneHust paspsaHOCTH
KOMIIOHEHTOB HeupoHa. [Ipennaraemsiii Ba-
PHMAHT OLIEHKH Pa3psiIHOCTU KOMIIOHEHTOB
MOJIeJId HEeHpoHa OPUEHTHPOBAaH Ha o0Opa-
O00TKYy HM3MEpUTENbHON HHpOpMALUU HC-
KyCCTBEHHOH HEHPOHHOH ceTbio U 0a3u-
pyercss Ha TOM, UYTO pa3pelIalouias Cro-
COOHOCTh M3MEPUTENbHBIX YCTPOUCTB CO-
rjacyeTcs ¢ UX MOrpeuHocThio. Mexons

U3 3TOT0, LIEJIOYUCIICHHBI HOPMUPYIOLIUI
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MHOXXHUTEJb Ui MpeoOpa3oBaHus MpeBa-
PUTEIIBHO HOPMUPOBAHHBIX BXOJHBIX JIaH-
HBIX, IPEJICTABICHHbIX B Auana3oune [0, 1],
BBIOMpAETCS TaK, YTOOBI €IWHUIIA M-
Iero pas3psiia COOTBETCTBOBAJA IPHBE-
NEHHON MorpentHocTd usmepenui. Cur-
MouagbHas GYHKIUS aKTUBAIMU PAacCUH-
TBIBAETCS 1O Clenyromei Gpopmyre:

1

Cl+e”

b

k :
rae S=) X, -w +bias; k— uncino Bxox-

HBIX [1ApaMETPOB HEUPOHA.

OneHnM MaKCHUMAJIBHO JIOIYCTUMBIN
mar TaOJMWYHOTO TPEACTABIICHUS] CHUTMOU-
JambHOM (DYHKIMH, 00ECTICUMBAIOIINN pa3-
pelienre (pyHKIUHM, COOTBETCTBYIOIIEE pa3-
PEIICHNI0 BXOIHBIX JaHHBIX. MaKcuMalib-
HOE 3HAYeHWE IMPOU3BOJAHON OT CUTMOHU-
JaTbHON (YHKIIMU JOCTUTAETCA MPHU 3Ha-

4yeHuH aprymeHnTa s = 0 u paBHO:

(&) o]
2 -

dS Jyax (1+e") » 4

IIpu sTOM nomycTHMOE aOCOIHOTHOE
npupanieHue (QyHKIUUA TP MaKCHMalb-
HOM I1are apryMeHTa ASmax:
As.. 1
42

r7ie N — pa3psAHOCTh HOPMHUPOBAHHBIX HC-

A-);T'I’laX =

XOAHBIX JAaHHBIX B JBOMYHON cHCTEMe
cuncinenus. OTCro1a MOXKHO OIPEIeNIUTh
MaKCHUMAaJIbHO JOMYCTUMBIN IIar apryMeH-
Ta MpHU TaOYJIUPOBAHUU QYHKIHH:
4 1
ASmax = 4Aymax = 2_n = 2n—2 '

BripazuM mepeMeHHYI S B ypaBHe-

HUW CUTMOUJAIBHON (DyHKIHMH 4epe3 Iie-

JIOYUCJICHHBIC 3HAYCHHUA HOBOT'O apryMcEH-

Ta, IPU 3TOM HOBBIH apryMEeHT WHTEpIIpe-
TUPYETCST KaKk HOMEp CTPOKH, TalyIHpo-
BaHHOW (DYHKIIMH:
x
§= 2n—2 ’

O06BEM TabIMIIBI CIEelyeT OIPaHUYUTh

MaKCUMAaJIbHBIM 3HAu€HHEM apryMeHTa,
IIpU KOTOPOM 3HaueHHe QyHKIMHU OTIHYa-
ercs oT | MeHbllle, YeM Ha BEIUYUHY ao-
COJIOTHOM MOTpPEeHIHOCTH (KOTOpas COOT-
BETCTBYET Pa3psAHOCTH MCXOJHOTO Ipej-
CTaBJICHUS BXOJIHBIX TaHHBIX):

ymaXZ;le—i-

l4+e 2

Ortcrona cnenyer:

*max

a Xmax OIIPEEISACTCS U3:
Xmax> 2" n In2 = 0,693147 -2™%.n, (1)
1€ Xmax — 9TO MaKCUMAaJIbHOE 3HAYECHUE all-
reOpanyecKkoil CyMMbI B3BEILEHHBIX BXOJ-
HbIX JAHHBIX U CMCHICHUA, KOTOPOMY CTa-
BUTCA B COOTBETCTBUE MAKCUMAJIbHOC 3HaA-
YeHUe apryMeHTa, u Mpu KOTOPOM 3Haye-
HUE€ Ymax OTJIMYACTCI OT C€OAUHUIILI HE 0o-
nee yem Ha 1/2".

AnbTEpHATHUBHO MaKCUMAaJbHOE 3Ha-
YCHHUEC aprymeHTa MOXKCET BLI6HpaTLC$[ B

COOTBCTCTBHHU C BBIPA)KCHHUEM

xmax . .
Smax = F ~ 8 - 9 ’
X =(8+9)-277, )

Crnenyer y4uThIBaTh, YTO MAaKCUMAJlb-
HOE 3HaueHHe apryMeHTa CUIMOUAAIbHON
(GYHKIMU JOJDKHO OBITH JTOCTHUKHMMO, IO-
TOMY MaKCHMaJbHOE 3HAYCHHE B3BEILCH-
HBIX CYMM M CMEIIEHUS JOJDKHO OBITh Ta-

PaHTHUPOBAHO PABHO, WA OOJBIIE Xmax.
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MakcrManbHOE 3HAYEHHUE Xmax OINPEIEIIs-
€TCs pa3psAAHOCTHIO BXOAHBIX JAHHBIX 1 U

HUX KOJIMYECTBOM:
—(H"  Yn—2~2+log, (k+1)
X =(2"—1)(k+1) m 222 ekD.

r7ie kK — KOJIMYECTBO BXOAHBIX MTAPaMETPOB,
a €IMHUIIA YYUTHIBACT CMEIIICHHE.

Ono nocruraercs npu k > 1. Ilpu
3HAYCHUSAX Xmax, [PEBBIMAIONINX YCIOBUS
(1) nmm (2), 3HaueHne QyHKIMN TPUHUMA-
€TCsl paBHBIM MaKCUMaJIbHOMY.

[TockombKy KOJMYECTBO BXOJOB CyM-
MaTopa ONpeessieTCsl KOJIMYECTBOM Tapa-
METPOB, BIUSIOMINX HAa 3HAYeHUE (YHKIINH,
TO JUTA UCKITFOYEHUS TIEPETIOHEHHS pa3psiJi-
HOW CETKH CyMMAarop JOJDKEH UMETh KOJIH-

YCCTBO JOMOJHHUTECIIBHBIX PAa3psAa0B
m=[log,(k+1)].

Tabmuma curmonanbHON (HyHKIMU 3a-
MOJTHAETCSA 1IEJIOYUCIICHHBIMU MacITadu-

POBaHHBIMU 3HAYEHUSIMHU.
Y ()= @" =Dy ().
B cuny cummerpun curmounsiHon yHk-
uu oTHocuTelbHO Touku (0, 0.5) e€ 3Ha-

YCHHA MMPU OTPULATCIBHOM 3HAUCHHUM ap-

T'YMEHTA ONPEIENAIOTCS KaK:
(=) =1=(x)

ITosTomy
Y(—x) =Y max-Y (|) = (2" -1)-7(]x{). 3)

[IpennaraeMblii BapuaHT OLIEHKH OTI-
THMaJbHOTO O0BeMa mamsTH (pa3psaHo-
CTH azpeca) Uil TaOJIMYHON peanu3aluu
CUTMOUAAILHON (YHKIIMK C Y4ETOM pa3-
PSOHOCTH BXOJHBIX JaHHBIX HCCIEIOBaH

SKCIICPUMCHTAJIbHO.

Pe3ynbTaTtbl U X 06CyXaeHue

B 1abn. 1 mpencraBieHsl pe3yibTaThl
HCCJIEIOBAHUS 3aBUCUMOCTH NPUBEIEHHON
MOTPEIHOCTH (J) MOJAENTN HEIMHEHHOTrO
HEHpOHA W amnmapaTHBIX 3arpaT B BHJE
tabmmn noucka (LUT) u tpurrepos (FF)
OT pa3psITHOCTH UCXOAHBIX NaHHbBIX. Cire-
JAyeT OTMETHTh, YTO TPU aHAIU3E arlla-
paTHBIX 3aTPaT YYUTHIBAJIOCH HAJTMYUE JI0-
MOJTHUTEIBHBIX OTJAJ0YHBIX CHUTHAJIOB B
KOJIe, YTO MPUBOJIUT K MOBBIIICHHOMY pac-
X0y PEeCypcoB, HO HE BJIMSET Ha 3aKOHO-
MEPHOCTh 3aBHCHMOCTH PECypCONOTpeo-
JICHHS OT Pa3psIHOCTH JaHHBIX. [Ipy Mak-
CHUMAaJIbHOW Pa3psiIHOCTH HMCXOJHBIX JIaH-
HBIX TPOIICHT 3aTPavyrMBacMOro 00O0pYyIO-
BaHus oT oomux pecypcoB [IJIMC cocras-
nseT Bcero 1%, 4To 0COOEHHO Ba)KHO IS
BCTPAWBAEMBIX YCTPOMCTB M BCTPOCHHBIX
BBIUMCIIUTEIBHBIX CHCTEM C OTPaHUYCH-

HBbIMH BO3MOXHOCTSIMU.

Ta6nuua 1. 3aBMCUMOCTb MOMPELLIHOCTU M annapaTHbIX PECYPCOB OT pas3psiAHOCTU BXOAHBIX AaHHbIX

Table 1. Dependence of error and hardware resources on input data bit-width

PazpsanHOCTB TakrToBas yactora, MI'11 /
. LUT / (%) FF / (%) 0, %

/ Bit depth Clock frequency, MHz

4 55 86 12,02 138,274

8 70 129 1,04 92

10 79 143 0,34 85

12 81 (1%) 147 (1%) 0,1 130,174
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[Ipn ccpuike Ha pa3psAIHOCTH Jajnee
YUUTBHIBAETCS M JOMOJHUTEIbHBIA 3HAKO-
BBIN pas3ps.

Ha puc. 2-9 npencraBieHsl rucTorpam-
MBI paclpeesIeHUuil aOCOMIOTHBIX OIIUOOK,
Hpe/CTaBIAoNMe c000i 3aBUCUMOCTh Ya-

cTocTel (f) OT abCOMOTHON MOTPELIHOCTH

(A), m rpaduKu, AEMOHCTPHUPYIOIINE pa3-
Opoc TPHUBEACHHON MOTPEHIHOCTH (O) AJs
Pa3psAIHOCTH HMCXOAHBIX JaHHBIX 4-8-10-
12 (M — nops,AKOBbIil HOMEp U3MEPEHUs).
Ha puc. 10 npexncrasnen rpaguk 3a-
BUCHUMOCTH TPUBEICHHOM IOTPEIIHOCTU

OT PAa3pAAHOCTU NCXOOHBIX TaHHBIX.
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Fig. 2. Histogram of absolute error distributions (w = 4)
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Puc. 3. Pa3bpoc nprBeaeHHbIx norpeliHocTen (w =4, dmax — 12,02%)

Fig. 3. Scatter plot of relative errors (w = 4, dmax = 12.02%)
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Puc. 4. T'uctorpamma pacnpegeneHuin abcontoTHbIX owmbok (w =8)
Fig. 4. Histogram of absolute error distributions (w = 8)
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Puc. 5. Pa3bpoc npmBeaeHHbIx norpeLuHocten (w =8, dmax — 1,4%)
Fig. 5. Scatter plot of relative errors (w = 8, dmax = 1.4%);
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Puc. 6. M'uctorpamma pacnpegeneHuin abcontoTHbIX owmbok (w =10)

Fig. 6. Histogram of absolute error distributions (w = 10)
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Puc. 7. Pa3bpoc npmBeaeHHbix norpewHocten (w =10, dmax — 0,34%)

Fig. 7. Scatter plot of relative errors (w = 10, dmax = 0.34%)
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Fig. 8. Histogram of absolute error distributions (w = 12)
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Puc. 9. Pa3bpoc nprBeaeHHbIx norpewiHocten (w =12, dmax — 0,10%)

Fig. 9. Scatter plot of relative errors (w = 12, dmax = 0.10%)
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Puc. 10. 3aB1ncMoCTn NpuBEAEHHON MNOrPELLHOCTUN OT Pa3psiAHOCTU UCXOLHbIX AaHHbIX

Fig. 10. Dependence of relative error on input data bit-width

IIpoBenieHO yCpenHEHUE pe3ysbTaroB
MHOTOKPaTHBIX M3MEPEHHMH MpH Pa3IMYHbIX
Ha0Opax BXOJHBIX JAHHBIX U BECOB, YTO MO3-
BOJIJIO ITOBBICUTH JJOCTOBEPHOCTH IOJyYEH-
HBIX 3aBUCHUMOCTEW. BenmurnHa Makcumab-
HO IIPUBEIEHHON NOIPEIIHOCTH YMEHBIIAET-
CsI HKCIIOHEHIIMAIILHO, UTO 00bsCHSAETCS (yH-
JAMEHTAIBHBIMU CBOMCTBaMM KBAaHTOBAHMS
JIAHHBIX W COOTBETCTBYET pe3yJbTaTam,
npenctaBieHHbIM B [1-4]. O0bEM HCTTIONB-
3yembix anmaparsbeix cpeacts (LUT u FF)
pacTér ¢ yBEIWYEHUEM paA3PSIHOCTH, HO
CKOPOCTb POCTa 3aMEAJISIETCS, YTO CBSI3aHO C
oonee 3(h(deKTUBHON ONTHUMU3AIUCH TIPU
BBICOKOM paspsnHocTd. Yacrora cCHUKaeTcs
C POCTOM PAa3psITHOCTH, HO 3aT€M CHOBA BO3-
pacTaer, Tak Kak IIpU BBICOKOM pa3psiIHOCTH
(12 6ur) cunresarop >pdexTrBHEE ONTUMU-
3UpYeT JIOTHKY, YTO MPUBOJUT K BO30OHOB-
JeHnto pocta 4dactotel. [Ipu cpemHeil pas-
psamHoctr (10 OuT) HaOMIOAETCs MaKCH-
MAJIBHOE CHWKEHUE YacTOThI M3-3a yBEINYe-

HUS TJTyOMHBI KOMOMHAIIMOHHBIX Ty TEH.

Jlist neMOoHCTpaIy BIUSHHAS 00beMa
namsatd (M) TaOnMYHOM peanu3anuu CUr-
MOMIaJbHOM (PYHKIIMM Ha TOTPEIIHOCTb
BBIXOJHBIX JaHHBIX (O, %) MpeacTaBICHBI
PE3yNBTAThl AKCIEPUMEHTAIBHBIX HCCIIe-
JOBaHUHN Tpu (DUKCHUPOBAHHOM pazpsiIHO-
cTu 0e33HaKOBOrO IeJaoro pasHoro 11
paspsigam (taba. 2).

Ta6nuua 2. BnusHrne o6bEmMa NnamsaTn Ha norpeLu-
HOCTb BbIMMCHEHUS BbIXOQHOrO 3Ha4YeHUs:

Table 2. Influence of memory size on output value
computation error

KommaectBo siueex mamsita (M) / 5. %
Number of memory cells (M) ’
16384 0,1
8192 0,12
4096 0,2
2048 0,34

I'paduk 3aBHCUMOCTH TOTPEIIHOCTH
BBIYMCIICHHUS BBIXOJHOTO 3HAUCHUS HEJH-
HEHMHOI0 HEWPOHA OT KOJIMYECTBA AYEEK Ia-
mata (M) npu pUKCHPOBAaHHOM 3HAUYEHUU

Pa3spAaIHOCTH UCXOOHBIX JAHHBIX MPCACTaB-
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neH Ha puc. 11. IIpu pacuérHom 3HaYeHUU
miara auckperusarmu 1/512, 9ro cootBer-
ctByer 00BEMy Tabmuiel 4096 3HAUEHMIA,
YMEHbIIIEHHE mara B 4 pas3a MPUBOJIUT K
YMEHBIICHHI0 MaKCHMaJIbHOTO 3HAYCHUS
MOTPEIIHOCTH BBIYUCIICHUI JIUIIIb B 2 pasa.
Coxkpamenne 00béMa TaOIUIBI CUTMOMI-
HOM (PYHKITUM aKTUBALMU IOCTUTACTCS Kak
3a CYET €€ CUMMETpPHUM, TaK U 3a CUET BBI-
O0opa ONTHMANBLHOTO Iara JUCKpPETU3a-
uud. [Ipu 5TOM BOCCTaHOBIIEHUE 3HAYEHUN
(YHKIIMU TIPU OTPUIIATENHHBIX 3HAYCHHSIX
apryMeHTa TpeOyeT  JOMOJHHUTEIbHBIX
orepaiii B COOTBETCTBUU C BBIPAKCHHEM
(3). Anst sToro HEoOXOaUM TEpeXo] OT
0€33HaKOBOTO IEJIOT0 K IEJIOMYy CO 3Ha-
KOM, BBIYMTAaHHE U KOMMYTAIUSI Ha BBIXOJ
3HaueHUs (QYHKIUU COOTBETCTBYIOIIETO

04

035
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0,25

0,2
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0,15

0,1

0,05

0 2000 4000 6000

8000

3HaKy aprymenTa. Ilomumo sroro, B 3aBu-
CUMOCTH OT 3HaKa apryMeHTa, CIeAyeT C
MOMOIIIbI0O KOMMYTaToOpa BeIOpaTh OHO U3
JIBYX 3HAUCHHU. YCKOpEHHE U COKpalie-
HUE 000PYAOBaHUS PU BHITOIHEHUHU ITUX
Olnepanyii JOCTUraercs 3a CYET TOro, 4To
3HayeHue (QyHKIMHM aKTUBALMU MPU OTPHU-
LATEJIbHOM 3HA4YE€HUM apryMEeHTa MOXET
OBbITH MOJY4YEHO MOPa3pAIHON HMHBEpcUei

TaOJIUYHOTrO 3HAYEHHUS
Y(-x)=~Y(|x]),

YTO pealu3yeTcs ¢ MOMOUIbIO JIOTHYECKUX

JIEMEHTOB CJIOXEHUS N0 MOJYJII 2, Ha
IIEPBBIE BXOJbI KOTOPBIX ITOAAKOTCA pa3psi-
Ibl TaOJMYHOTO 3HAYEHUs, a Ha oO0beau-

HEHHBIC BTOPBIC BXO/JbI 3HAK ApryYMCHTA.

10000 12000 14000 16000 18000

M

Puc. 11. 3aBMCMMOCTb NOrPELLIHOCTU BbIYMCIIEHUS BLIXOAHOIO 3HAYEHUs OT Konunyectsa syeek namatn (M)

Fig. 11. Dependence of output value computation error on the number of memory cells (M)

[Ipy morpemrHocTH MCXOOHBIX JaH-
HBIX, COOTBETCTBYIOMIEH 11-OuTHOMY pas-
pELIEHUI0, ONTUMAJbHBIM SBIISIETCS HC-
nojib3oBanue 8192 sdeek mamsaTH, MO3BO-

JAromee JOCTUTHYTh KOMIIPOMUCC MCEKIY

TOYHOCTBK) BBIUMCIICHUM M 3aTpadynBac-
MBIMH allllapaTHBIMHU PECYPCAMMU.

AHanu3 CyLIECTBYIOUIMX HCCIIEI0Ba-
HUW B 00JIACTH KBAHTOBAaHWS HEHWPOHHBIX

ceTe I anmapaTHOM pealn3aluu Ha
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IINIMC mnoxa3wsIiBaeT, 4TO OCHOBHOE BHH-
MaHUE YJENsSIeTCs OICHKE BIMSHUS TOHU-
KEHHOW TOYHOCTH TIPEJCTABJICHUS aH-
HBIX (BECOB, aKTHUBalMii) HA OOILYIO TOY-
HOCTh pabOThI ceTeil B meiaoM. MHorue
paboTsl, Takue kak [5, 10, 21] u uccnemno-
BaHUS, TOCBSIICHHBIE OWHAPHBIM/HU3KO-
outHeIM ceTsiM [10, 22] neMOHCTpUPYIOT,
4TO nepexo] oT 32-0uTHOI apudMeTHKH ¢
IJIAaBAIOIIECH TOYKOH K 8-, 4-, 2- WU Jaxe
1-OuTHOW T1emoYnucCIeHHOW apudMeTuke
MO3BOJISIET 3HAYUTEIIBHO COKPAaTHTh WC-
MOJIb30BAaHME aIlllapaTHBIX PECYpCOB H
SHEPronoTpeOIeHHe ¢ MHUHHUMAJIBHON IIO-
Tepel TOYHOCTH Ha MPUKIAIHBIX 337adax,
TaKuX Kak Kiaccuukanus n300pakeHui
unu obpabotka curHanos. Hanpumep, pa-
60tel o OuHapm3amuu [10,13] mokaspiBa-
0T, YTO CETH MOTYT COXPaHATH BBICOKYIO
3¢ (HEeKTUBHOCTh  (HAaNpUMeEp, TOYHOCTH
knaccupukamuu >90% na MNIST) npu
WCIOJIb30BAaHUK Bcero 1-2 OWT muist mpej-
CTaBJICHUSI BECOB M aKTHUBALUWA. METOJbI,
Takue kak FINN — mist cuaTe3a ¢ HH3KO-
OWTHBIM KBaHTOBaHHMEM, WM Aster — He-
PaBHOMEPHOTO KBaHTOBaHUS, (HOKycUpY-
I0TCS Ha aBTOMAaTHU3allUM Tpoliecca KBaH-
TOBaHUS I ceTel, oOecrneumBas JH0OO
BBICOKYIO CKOPOCTH BBIBOJA, JIMOO TapaH-
TAW TOYHOCTH B TMpeAesiaX IOIMyCTUMOM
MOTPEIIHOCTH Il KOHKPETHOM 3aadu.
OpHako 3TH HCCIENOBAaHUS, B OCHOBHOM,
OLIEHUBAIOT TOYHOCTb U 3IPPEKTUBHOCTH
Ha YPOBHE BCEH CETH WIIA CIJIOEB, NPHUME-
HsI KBAHTOBAHWE KaK YacTh ONTHMHU3AINH
MOJICTI WM apXHUTEKTYPhl CETH I KOH-

KPETHBIX IPUIIOKECHUH.

B Hacrosimieilr paboTe akIeHT cieliaH
Ha ONTHMU3ALMIO KBAHTOBAHUS HAa YPOBHE
OTJENBHOTO HeWpoHa Kak 0a30BOro BbI-
YUCJIUTEIBHOTO 3JIEMEHTAa HEUPOHHOU Ce-
TH, MPHUBOJIATCS TEOPETUYECKHE OOOCHO-
BaHUS U PE3YJIbTATHI SKCIIEPUMEHTAITBHBIX
WCCIICIOBAaHUIN BIMSHUS KBAaHTOBAHMS HA
BBIUHCIIUTENBHYO TOUHOCTH VHDL-Moz€-
mn Hewpona. Iloxxon, mpemIoKEHHBIM B
cratbe [23], rae ucciaeayroTcs pa3indHble
MOJIeJI HEWPOHOB HAa OCHOBE aHAJIOTOBBIX
pelIeHUN ¢ IAKEeTHOM HOpPMAaJIM3alUeH,
KOCBEHHO TOMYEPKHBAET 3HAYMMOCTh TOY-
HOCTH C€aMOI0 BBIYHUCIUTEIBHOTO OJOKa.
Amnarnornyto, pabota [14] mokaspiBaer, 4To
Pa3psITHOCTh JTaHHBIX (BKJIIOYAsi BECOBBIE
K03 GHULIMEHTBl W (YHKIHIO aKTUBALUH,
KOTOpble 00palaThIBalOTCSI BHYTPU HEHpO-
HOB) HarpsiMyto BiusieT Ha pecypebl [IJIUC
U TPOU3BOJUTEIHHOCTh CUCTEMBbI (HaIpH-
Mep, CHUKEHHE pa3psiIHOCTU BECOB C § 10
4 our ymenpmwio wucnosb3oBanue LUT
6osee uem Ha 40% c MUHUMAaJIbHON TOTe-
peil 4yBCTBUTEIBHOCTH).

Crporoe KBaHTOBaHUE C IapaHTUSAIMHU
ommnOKu, Kak B Aster [15], Takke moapa-
3yMEBaeT aHaJINU3 OMIKMOOK HA YPOBHE dJie-
MEHTApHBIX OIEpaIyii, MPOUCXOIAIINX B
HeilpoHe (Aster ONTUMH3UpPYET pa3psia-
HOCTHh 110 4-16 OuT, rapanTupys OOIIyIO
OIMOKY MEHBIIIE 33JJAHHOTO TTOPOTa).

Takum 0OpazoM, ONTHUMH3AIUS CaMO-
ro HEHWpOHa, KaK JJIEMEHTAapHOW SYEUKHU
BBIYHCIICHUH, TIPEJICTABISACTCS BaXXHBIM H
JOTMYeCKd 00O0CHOBaHHBIM miaroM. Ilo-
BBIIIICHHE TOYHOCTH BBIUYMCIICHHA HA 3TOM
YPOBHE MOXKET KyMYJISTHBHO YJIyYIIUTh

TOYHOCTh BCEU CETH, OCOOCHHO B TIy0O-
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KUX apXUTEKTypaX, TJe OMIMOKH MOTYyT
HakarBatbcsi. DOKycMpoBKa Ha OIU-
HOYHOM HEWpOHE MO3BOJISET ACTAIBLHO HC-
CJIEIOBaTh 1 MHHUMH3HPOBATh BHOCHMYIO
omKOKy, 4TO MOXKET HpHUBECTH K Ooiee
IpeCcKasyeMoOMy U HaJe)KHOMY IOBee-
HUIO CeTel, pealln30BaHHbBIX HA PECypCHO-

OrPaHUYECHHBIX YCTPOUCTBAX.

BbiBogbl

B ommume ot GompmmHCTBA paboT, B
KOTOPBIX ONTUMHU3ALMS IPOBOAUTCS JIMOO 110
TOYHOCTH, MO0 O pecypcam, B TaHHOH pa-
00Te TpeIoKeH HHTETPUPOBAHHBIN TIOIXO/I,
MO3BOJIIOUIMI YUUTHIBATh 00a Mapamerpa
OZTHOBPEMEHHO. JTO JaéT BO3MOXKHOCTh Ha-
XOIUTh ONTUMAIbHOE 3HAYEHHE DPa3psiaHO-
CTH, TIPM KOTOPOM TOTPEUTHOCTh BBIYKCIIC-
HUW OCTa€rcsi B JOMYCTUMBIX IpEaeiax, a
arnmapaTHbIe 3aTPaThl MUHUMATHHBI.

B paGote momy4eHa SKCIIoOHEeHIaIbHAS
pErpeccHOHHasi MOJIENb, TO3BOJISAIOIIAS [IPO-
THO3UPOBATh YPOBEHb TOTPEIIHOCTH BbI-
YHCIICHUS BBIXOJAHOTO 3HAYECHUS YCTPOUCTBA
dpoBoii 00pabOTKM B 3aBUCUMOCTH OT
UCTIONIb3YEMOM  PaspsAHOCTH. JTO Jesaer
BO3MO)XHBIM aBTOMAaTH3WPOBAHHBINA BBIOOD
MapaMeTpoB BBIYMCIHUTENS Ha 3Tare IMpOeK-
TUpOBanus. lIorpemHocTs BIYUCIEHUH OU-
HOYHOTO HeWpoHa sl 12-pa3psiAHbIX UCXOI-
HBIX JIaHHBIX HaxouTcs Ha ypoBHe 0,1%.

Bce uccnenoBanusi mpoBOAMIIUCE C HC-
MOJIb30BaHUEM peabHOro cuHTe3a Ha [IJINC
Xilinx Spartan 3E XC3S500E, uro oGecne-
YHBAET BBICOKYIO JIOCTOBEPHOCTh pe3yJbTa-
TOB M BO3MOKHOCTh MX TPSIMOTO TIPUMEHE-

HUS B IPAKTUKE IPOCKTUPOBAHUS.

B xonme uccnemoBanusi ObU1 pazpado-
TaH ¥ MPUMEHEH METOJ OLICHKH BIIUSHHUS
pPa3psSAHOCTH TPEIACTABICHHUS  BXOIHBIX
JAHHBIX W BECOBBIX KOI(PPUIIMEHTOB Ha
TOYHOCTH BBIYHMCIICHUI M 00BEM 3aHMMAae-
MBIX aIlllapaTHBIX PEeCypcoB B IUGPOBOM
YCTpOHCTBE 00pabOTKH, peaTM30BaHHOM
Ha [IJIMC, npumensieMoM Npu peanu3annuu
HUCKYCCTBEHHOTro HenpoHa. Ha ocHose
VHDL-onucanus HeiipoHa Obuta co3gaHa
napaMeTpuszyemMasi MOJeIb, MO3BOJISIOIIAS
WU3MEHSTh Pa3psATHOCTh BXOJHBIX CHUTHA-
JIOB M BECOBBIX KO3 (UIIMEHTOB B Tpely-
€MOM JMama3oHe. OKCIePUMEHTAIBHO
MOATBEPKICHA MPEIIOKEHHAsT aBTOPAMH
AHAIUTUYECKAsT 3aBUCHUMOCTbD, TO3BOJISIO-
masi ONpeAeTUTh ONTHMAJBHBIN 00beM
namsTy (pa3psaHOCTh aapeca) Ui Tabmud-
HOW pean3alii CUTMOUAATbHON (PYHKITH
C yueToM TpeOyeMoii TOTPEeITHOCTH BBIYUC-
JICHUH W Pa3psIHOCTH BXOAHBIX TAHHBIX.
OnTuMaIbHBIM ~ SIBJISICTCS  MCTIOJIB30BaHKE
8192 sryeek maMsTH, ITO3BOJISIONICE JTIOCTUT-
HYTh KOMITPOMHCC MEXIY TOYHOCTBIO BBI-
qucieHu (Omax=0,12%) u 3aTpadnBaeMbI-
MU anmnapaTHBIMHU peCypcamu.

B pesynbraTte uccienoBaHuil moiryye-
Ha 0a30Bas MOIENb Ul NanbHEHIIel aB-
TOMaTH3allM{ U ONTHMH3AIMU HEITHHEHHO-
ro uudposoro ycrpoiictea Ha IIJINC,
UJCHTHYHAS OJMHOYHOMY HEWpOHY, OCO-
OEHHO B YCJIOBUSX OTPaHMYEHHBIX PECYPCOB
U HEOOXOIMMOCTH MHHHUMH3AIMUA SHEPro-
MOTPEOICHHS M TIJIOMIAM KPHCTaLIA.

[IpennoxxenHass peanu3ausi, OCHO-
BaHHAsg Ha TOCJENIOBATEIbHONU 00paboTKe
JAHHBIX M WCIOJB30BAHUM 3HAKOBBIX YH-

Cell, OpPHEHTHpPOBaHA HAa MHHHMH3AIUIO
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pECYpCOB, 4TO AenaeT e€ OCOOCHHO aKTy-
anpHOM g OromketHeix [IJIMC, raoe ma-
paJUIENN3M U KOHBENEPU3ALU HEAOCTYTIHBI,
MOJIENTh TAK)KE MOKET OBITH MCIIOJIBE30BaHa B
CUCTEMAX, MPU PEeAIN3ALMH CHELBBIYNCIIHU-

Tenel ¢ (PUKCMPOBAHHONM TOUKOM, TJe KpH-

JM30BaHa HA YPOBHE CUCTEMHOIO IMPOEK-
TUPOBaHMs, IPEUIOKEHHAsT MOJENIb I03-
BOJIIET aBTOMAaTU3UPOBATh BHIOOP pa3psij-
HOCTM Ha YPOBHE OTAEIBHOIO HEWPOHA,
YTO YHPOILAET MacIITaAOUPOBAHUE U UHTE-

rpanuro B 0oJiee CI0KHBIE CHCTEMBI M MO-

TUYHA YKOHOMMS PECYPCOB U DHEPTUM. XKeT ObITh MCIIOJBb30BaHa BO BCTpauBae-

B ornuume ot momaBisomero 0oib- MBIX YCTPOUCTBAX.

IINHCTBA pa60T, rae apToMatusanusa pea-

Cnucok nutepaTtypbl

1. Accelerating FPGA Implementation of Neural Network Controllers via 32-bit Fixed-
Point Design for Real-Time Control / C. Hingu, X. Fu, R. Challoo, J. Lu, X. Yang, L. Qingge //
2023 IEEE 14th Annual Ubiquitous Computing, Electronics & Mobile Communication Confer-
ence (UEMCON). 2023; 952-959. https://doi.org/10.1109/ UEMCON59035.2023.10316098

2. Neural Network on the Edge: Efficient and Low Cost FPGA Implementation of Digi-
tal Predistortion in MIMO Systems / Y. Jiang, A. Vaicaitis, M. Leeser, J. Dooley // Design,
Automation & Test in Europe Conference & Exhibition (DATE). Antwerp, Belgium, 2023.
P. 1-2. https://doi.org/10.23919/DATE56975.2023.10137251

3. Antunes P., Podobas A. FPGA-Based Neural Network Accelerators for Space Applica-
tions: A Survey. arXiv 2025, arXiv:2504.16173v2. https://doi.org/10.48550/ arXiv.2504.16173

4. Prashanth B.U.V., Ahmed M.R. Design and Implementation of Reconfigurable Neu-
ro-Inspired Computing Model on a FPGA // Adv. Sci. Technol. Eng. Syst. J. 2020. Vol. 5
(5). P. 331-338. https://doi.org/10.25046/aj050541

5. CBin-NN: An Inference Engine for Binarized Neural Networks / F. Sakr, R. Berta,
J. Doyle, A. Capello, A. Dabbous, L. Lazzaroni, Bellotti F. // Electronics. 2024. 13. P. 1624.
https://doi.org/10.3390/electronics 13091624

6. Kumari B.A.S., Kulkarni S.P., Sinchana C.G. FPGA Implementation of Neural Nets // Int.
J. Electron. Telecommun. 2023. Vol. 69(3). P. 599-604. https://doi.org/10.24425/ijet.2023.146513

7. Jlebene M.C., beneuxuii I1.H. Peanuzamus uCKyCCTBEHHBIX HEHPOHHBIX CETEH Ha
[TJINC ¢ nomompto oTKpbIThIX HHCTpYMeHTOB // Tpynst UCIT PAH. 2021. 33 (6). C. 175-
192. https://doi.org/10.15514/ISPRAS-2021-33(6)-12

8. Acharya R.Y., Le Jeune L., Mentens N., Ganji F., Forte D. Quantization-aware Neural
Architectural Search for Intrusion Detection. arXiv 2024. arXiv:2311.04194v2.
https://doi.org/10.48550/arXiv.2311.04194

9. Efficient Neural Networks on the Edge with FPGAs by Optimizing an Adaptive Acti-
vation Function / Y. Jiang, A. Vaicaitis, J. Dooley, M. Leeser // Sensors. 2024. 24(6).
P.1829. https://doi.org/10.3390/s24061829

M3BecTus FOro-3anagHoro rocygapcTBeHHoro yHueepcuteTa / Proceedings of the Southwest State University. 2025; 29(4): 70-92



Bonaapb O.T"., BpexHesa E.O., Nony6es O.A. BbI6op pa3psaHOCTN KOMNOHEHTOB HENIMHENHOTO HENPOHA ... 89

10. FPGA-QNN: Quantized Neural Network Hardware Acceleration on FPGAs /
M. Tasci, A. Istanbullu, V. Tumen, S. Kosunalp // Appl. Sci. 2025. 15. P. 688. https://
doi.org/10.3390/app15020688

11. Solovyev R., Kustov A., Telpukhov D., Rukhlov V., Kalinin A. Fixed-Point Convo-
lutional Neural Network for Real-Time Video Processing in FPGA. arXiv 2018,
arXiv:1808.09945v2. https://doi.org/10.48550/arXiv.1808.09945

12. Wu H., Zheng L., Zhao G., Xu G., Xu M., Liu X., Lin D. Integer Quantization for
Deep Learning Inference: Principles and Empirical Evaluation. arXiv 2020,
arXiv:2004.09602v3. https://doi.org/10.48550/arXiv.2004.09602

13. Compressing deep neural networks on FPGAs to binary and ternary precision
with hls4ml / Ngadiuba J., Loncar V., Pierini M., Summers S., Di Guglielmo G., Duarte J.,
Harris P., Rankin D., Jindariani S., Liu M., Pedro K., Tran N., Kreinar E., Sagear S., Wu Z.,
Hoang D. // Mach. Learn.: Sci. Technol. 2021. 2. 015001. https://doi.org/10.1088/2632-
2153/aba042

14. Fixed-Point Analysis and FPGA Implementation of Deep Neural Network Based
Equalizers for High-Speed PON / N. Kaneda, C.-Y. Chuang, Z. Zhu, A. Mahadevan, B.
Farah, K. Bergman, D. Van Veen, V. J. Houtsma // Lightwave Technol. 2022. 40 (7).
P. 1972-1980. https://doi.org/10.1109/JLT.2021.3133723

15. Sound Mixed Fixed-Point Quantization of Neural Networks / D. Lohar, C. Jeangou-
doux, A. Volkova, E. Darulova / ACM Trans. Embedd. Comput. Syst. 2023. 22 (5s), 136:1—
136:26. https://doi.org/10.1145/3609118

16. Jia H., Chen X., Dong D. FPGA-Based Implementation and Quantization of Convolu-
tional Neural Networks // Proceedings of the 2025 3rd International Conference on Communica-
tion Networks and Machine Learning (CNML 2025). Nanjing, China, February 21-23, 2025.
ACM, New York, NY, USA, 2025. 5 pages. https://doi.org/10.1145/3728199.3728263

17. Pipelined Architecture for a Semantic Segmentation Neural Network on FPGA /
H. Le Blevec, M. Léonardon, H. Tessier, M. Arzel // Proceedings of the 2023 30th IEEE In-
ternational Conference on Electronics, Circuits and Systems (ICECS). Istanbul, Turkey,
2023. P. 1-4. https://doi.org/10.1109/ICECS58634.2023.10382715

18. FPGA implementation of a complete digital spiking silicon neuron for circuit design
and network approach / X. Miao, X. Ji, H. Chen, A.M. Mayet, G. Zhang, C. Wang, J. Sun //
Sci Rep. 2025. 15. P. 8491. https://doi.org/10.1038/s41598-025-92570-z

19. Wang C.; Luo Z. A Review of the Optimal Design of Neural Networks Based on
FPGA // Appl. Sci. 2022. 12. P. 10771. https://doi.org/10.3390/app122110771

20. Claudionor N. Coelho, Jr., Kuusela A., Li S. et al. Automatic heterogeneous quanti-
zation of deep neural networks for low-latency inference on the edge for particle detectors //
Nat Mach Intell. 2021. 3. P. 675-686. https://doi.org/10.1038/s42256-021-00356-5

M3BecTns KOro-3anagHoro rocygapcTBeHHoro yHueepcuteTa / Proceedings of the Southwest State University. 2025; 29(4): 70-92



90 WHdopmatuka, BIMMCTIMTENBHASA TEXHMKA 1 ynpaenenne / Computer science, computer engineering and control

21. Gholami A., Kim S., Dong Z., Yao Z., Mahoney M.W., Keutzer K. A Survey of
Quantization Methods for Efficient Neural Network Inference. CRC: Boca Raton, FL, USA,
2021. https://doi.org/10.48550/arXiv.2103.13630

22. Courbariaux M., Hubara 1., Soudry D., El-Yaniv R., Bengio Y. Binarized Neural
Networks: Training Deep Neural Networks with Weights and Activations Constrained to +1
or —1. arXiv 2016, arXiv:1602.02830. https://doi.org/10.48550/arXiv.1602.02830

23. Kavitha S., Kumar C., Alwabli A. A low-power, high accuracy digital design of
batch normalized non-linear neuron models: Synthetic experiments and FPGA evaluation //
Ain Shams Eng. J. 2025. 16 (8). P. 103469. https://doi.org/10.1016/j.as€j.2025.103469

References

1. Hingu C., Fu X., Challoo R., Lu J., Yang X., Qingge L. Accelerating FPGA Implementa-
tion of Neural Network Controllers via 32-bit Fixed-Point Design for Real-Time Control. In:
2023 IEEE 14th Annual Ubiquitous Computing, Electronics & Mobile Communication Confer-
ence (UEMCON). 2023. P. 952-959. https://doi.org/10.1109/ UEMCONS59035.2023.10316098

2. Jiang Y., Vaicaitis A., Leeser M., Dooley J. Neural Network on the Edge: Efficient
and Low Cost FPGA Implementation of Digital Predistortion in MIMO Systems. In: 2023
Design, Automation & Test in Europe Conference & Exhibition (DATE). Antwerp, Belgium;
2023. P. 1-2. https://doi.org/10.23919/DATE56975.2023.10137251

3. Antunes P., Podobas A. FPGA-Based Neural Network Accelerators for Space Applica-
tions: A Survey. arXiv 2025, arXiv:2504.16173v2 https://doi.org/10.48550/arXiv.2504.16173

4. Prashanth B.U.V., Ahmed M.R. Design and Implementation of Reconfigurable Neu-
ro-Inspired Computing Model on a FPGA. Adv. Sci. Technol. Eng. Syst. J. 2020; 5 (5): 331—
338. https://doi.org/10.25046/aj050541

5. Sakr F., Berta R., Doyle J., Capello A., Dabbous A., Lazzaroni L., Bellotti F. CBin-
NN: An Inference Engine for Binarized Neural Networks. Electronics. 2024; 13: 1624.
https://doi.org/10.3390/electronics 13091624

6. Kumari B.A.S., Kulkarni S.P., Sinchana C.G. FPGA Implementation of Neural Nets. /nt.
J. Electron. Telecommun. 2023; 69(3): 599—604. https://doi.org/10.24425/ijet.2023.146513

7. Lebedev M.S., Belecky P.N. Artificial Neural Network Inference on FPGAs Using Open-
Source Tools. Trudy ISP RAN = Proceedings of the Institute for System Programming of the
RAS (Proceedings of ISP RAS). 2021;33(6):175-192. (In Russ.). https://doi.org/10.15514/
ISPRAS-2021-33(6)-12

8. Acharya R.Y., Le Jeune L., Mentens N., Ganji F., Forte D. Quantization-aware Neural
Architectural Search for Intrusion Detection. arXiv 2024, arXiv:2311.04194v2.
https://doi.org/10.48550/arXiv.2311.04194

M3BecTus FOro-3anagHoro rocygapcTBeHHoro yHueepcuteTa / Proceedings of the Southwest State University. 2025; 29(4): 70-92



Bonaapb O.T"., BpexHesa E.O., Nony6es O.A. BbI6op pa3psaHOCTN KOMNOHEHTOB HENIMHENHOTO HENPOHA ... 91

9. Jiang Y., Vaicaitis A., Dooley J., Leeser M. Efficient Neural Networks on the Edge
with FPGAs by Optimizing an Adaptive Activation Function. Sensors. 2024; 24(6):1829.
https://doi.org/10.3390/s24061829

10. Tasci M., Istanbullu A., Tumen V., Kosunalp S. FPGA-QNN: Quantized Neural
Network Hardware Acceleration on FPGAs. Appl. Sci. 2025; 15: 688. https://doi.org/
10.3390/app15020688

11. Solovyev R., Kustov A., Telpukhov D., Rukhlov V., Kalinin A. Fixed-Point Convo-
lutional Neural Network for Real-Time Video Processing in FPGA. arXiv 2018,
arXiv:1808.09945v2. https://doi.org/10.48550/arXiv.1808.09945

12. Wu H., Zheng L., Zhao G., Xu G., Xu M., Liu X., Lin D. Integer Quantization for
Deep Learning Inference: Principles and Empirical Evaluation. arXiv 2020,
arXiv:2004.09602v3. https://doi.org/10.48550/arXiv.2004.09602

13. Ngadiuba J., Loncar V., Pierini M., Summers S., Di Guglielmo G., Duarte J., Harris
P., Rankin D., Jindariani S., Liu M., Pedro K., Tran N., Kreinar E., Sagear S., Wu Z., Hoang
D. Compressing deep neural networks on FPGAs to binary and ternary precision
with hls4ml. Mach. Learn.: Sci. Technol. 2021. 2: 015001. https://doi.org/10.1088/2632-
2153/aba042

14. Kaneda N., Chuang C.-Y., Zhu Z., Mahadevan A., Farah B., Bergman K., Van Veen
D., Houtsma V. Fixed-Point Analysis and FPGA Implementation of Deep Neural Network
Based Equalizers for High-Speed PON. J. Lightwave Technol. 2022; 40 (7): 1972-1980.
https://doi.org/10.1109/JLT.2021.3133723

15. Lohar D., Jeangoudoux C., Volkova A., Darulova E. Sound Mixed Fixed-Point
Quantization of Neural Networks. ACM Trans. Embedd. Comput. Syst. 2023; 22 (5s): 136:1—
136:26. https://doi.org/10.1145/3609118

16. Jia H., Chen X., Dong D. FPGA-Based Implementation and Quantization of Convolu-
tional Neural Networks. In: Proceedings of the 2025 3rd International Conference on Communi-
cation Networks and Machine Learning (CNML 2025), Nanjing, China, February 21-23, 2025.
ACM, New York, NY, USA; 2025. 5 pages. https://doi.org/10.1145/3728199.3728263

17. Le Blevec H., Léonardon M., Tessier H., Arzel M. Pipelined Architecture for a Se-
mantic Segmentation Neural Network on FPGA. In: Proceedings of the 2023 30th IEEE In-
ternational Conference on Electronics, Circuits and Systems (ICECS), Istanbul, Turkey;
2023. P. 1-4. https://doi.org/10.1109/ICECS58634.2023.10382715

18. Miao X., Ji X., Chen H., Mayet A.M., Zhang G., Wang C., Sun J. FPGA implemen-
tation of a complete digital spiking silicon neuron for circuit design and network approach.
Sci Rep. 2025; 15: 8491. https://doi.org/10.1038/s41598-025-92570-z

19. Wang C., Luo Z. A Review of the Optimal Design of Neural Networks Based on
FPGA. Appl. Sci. 2022; 12: 10771. https://doi.org/10.3390/app122110771

M3BecTns KOro-3anagHoro rocygapcTBeHHoro yHueepcuteTa / Proceedings of the Southwest State University. 2025; 29(4): 70-92



92 WHdopmatuka, BbIMMCTIMTENBHASA TEXHMKA 1 ynpaenenne / Computer science, computer engineering and control

20. Claudionor N. Coelho Jr., Kuusela A., Li S. et al. Automatic heterogeneous quanti-
zation of deep neural networks for low-latency inference on the edge for particle detec-
tors. Nat Mach Intell. 2021; 3: 675-686. https://doi.org/10.1038/s42256-021-00356-5

21. Gholami A., Kim S., Dong Z., Yao Z., Mahoney M.W., Keutzer K. A Survey of
Quantization Methods for Efficient Neural Network Inference; CRC: Boca Raton, FL, USA;
2021. https://doi.org/10.48550/arXiv.2103.13630

22. Courbariaux M., Hubara 1., Soudry D., El-Yaniv R., Bengio Y. Binarized Neural
Networks: Training Deep Neural Networks with Weights and Activations Constrained to +1
or —1. arXiv 2016, arXiv:1602.02830. https://doi.org/10.48550/arXiv.1602.02830

23. Kavitha S., Kumar C., Alwabli A. A low-power, high accuracy digital design of
batch normalized non-linear neuron models: Synthetic experiments and FPGA evaluation.
Ain Shams Eng. J. 2025: 16 (8): 103469. https://doi.org/10.1016/j.asej.2025.103469

UHcopmauma o6 aBTopax / Information about the Authors

Bonpaps Oxer I'puropseBuy, kanauaat
TEXHUYECKUX HaYK, JIOIEHT, JOICHT Kadeaphl
KOCMUYECKOTO MTPHOOPOCTPOCHUS U CHCTEM CBSI3H,
IOro-3amagupiii rocynapcTBEHHBINA

yHUBepcurerT, . Kypck, Poccniickas @enepanus,
e-mail: b.og@mail.ru

bpexuneBa Exatepuna OseroBHa, Kanauaat
TEXHUYECKUX HaYK, JIOIEHT Kadeapsl
KOCMUYECKOTO MTPHOOPOCTPOCHUS U CHCTEM CBSI3H,
IOro-3amagubiii rocynapcTBEHHBIN

yHUBepcurerT, . Kypck, Poccniickas @enepanus,
e-mail: bregnevaco@mail.ru

T'ony0eB JIMuTpuii AnekcaHAPOBUY, CTYICHT
Kageapbl KOCMUYECKOT'0 IPUOOPOCTPOCHHS

u cucreM cBs3u, KOro-3amaaHblii rocyjapCcTBEHHBIN
yHUBepcurerT, . Kypck, Poccuiickas @enepanus,
e-mail: golubew.2019@mail.ru

Oleg G. Bondar, Cand. of Sci. (Engineering),
Associate Professor, Associate Professor of Space
Instrumentation and Communication Systems
Department, Southwest State University,

Kursk, Russian Federation,

e-mail: b.og@mail.ru

Ekaterina O. Brezhneva, Cand. of Sci.
(Engineering), Associate Professor of Space
Instrumentation and Communication Systems
Department, Southwest State University,
Kursk, Russian Federation,

e-mail: bregnevaco@mail.ru

Dmitry A. Golubev, Student of Space
Instrumentation and Communication Systems
Department, Southwest State University,
Kursk, Russian Federation,

e-mail: golubew.2019@mail.ru

M3BecTus FOro-3anagHoro rocygapcTBeHHoro yHueepcuteTa / Proceedings of the Southwest State University. 2025; 29(4): 70-92



