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Pesiome

Lenb uccnedoeaHusi: Pazpabomka 2ubpudHo20 08yxyposHe8020 memoda Orisl M08bILEHUS] KaKk MOYHOCMU, makK U
ycmouiqugocmu 8bisierieHuUs1 MOOMeHbI Nluya ornepamopa Ha U3obpaxkeHuUsix, Ymo siefisiemcsi akmyarsbHol 3adadyeli 8
yCr108USsIX MOCMOSIHHO20 pocma U YCII0XHEHUST y2p03 CO CMOPOHbI durghelik-mexHonoaud.

Memoos.. lNpednoxeHa apxumexkmypa, 06beduHsIIOWas c8epmMoYHyr0 HellpoHHyro cemb EfficientNet ons useneveHusi
21yboKuX nammepHo8 U aHcaMbrib U3 Yembipex Kiaccughukamopos. Smu Kraccugbukamopb! UerieHarnpasneHHo aHanu-
3upyrom crieyugbudeckue 2pynribl MPU3HaKO8: 9KCEPMHbIe, MEeKCMYypHbIe, Cmamucmu4eckue U 0OCHO8aHHbIe Ha KOOPOU-
Hamax JluyesbIX OpUeHMUPO8, Ymo [10380/IIEM BbIS8/IsIMb KOHKpemHble apmegakmbl cuHme3sa. [ns obydeHusi u
mecmupoeaHusi bblr1 chopmuposaH OOWUPHBIL U peripe3eHmamusHbIl KOMIIEeKCHbIU Habop OaHHbIx obbemom 34 000
usobpaxxeHul, 8KkroHaroUUl Kak caeHepuposaHHble dungbeliku, mak u rnybnuyHslie 0amacemei.

Pe3ynbmamsbl. OkcriepumeHmarnbHo nodmeepxoeHa 8bICOKas aghghekmusHOCMb MpedrioKeHHo20 Memoda: moy-
Hocmb cocmasuna 0,921, a F1-mepa — 0,914. Omu nokasamersnu 3Ha4umesibHO Npesocxo0sm pesyrnbmambi 6ol
u3 moderell, UCMOML308aHHbIX M0 0MOelbHOCMU, YmMo OoKa3bigaem SPKO 8bIPaXeHHbIU U Mpakmu4yecKu 3Haqyumbll
CuHepzaemuyeckul aghghekm om ux 06bedUHEeHUs!.

3aknroyeHue. Paboma OemoHcmpupyem, 4mMo cuHepausi 2/1yboko20 0by4eHUsT U KAacCu4ecKux Mpu3HaKkoebix
modenel nozsornisiem co3dame delicmaumeribHO bonee HadexHbIl U MoYHbIl 0emekmop. [1pednoxeHHbIU Memod
rosbiwaem obwyro MoYHoCMb U ygesniudugaem HadexHoCmb cucmembl, 3QhghEKMUBHO KOMIEeHCUpys uHousudyarib-
Hble crrabocmu omaOesibHbIX Knaccugukamopos. 3mo nodmeepxdaem a2urnomesy o0 mom, 4Ymo codyemaHue crnocob-
Hocmu Helipocemu u3erieKamb CrI0XHbIE, HEesI8HbIe NnammepHbl U CrocObHOCMU rnpu3Hakosbix mModesnel aHanu-
3uposamb KOHKpemHble, 3apaHee u3eecmHble crieyughudeckue apmeghakmabi (Hanpumep, eeomempuyeckue UcKa-
)XeHus1) eedem K co3daHuro boree MOWHO20 U ycmoulidugoe2o OemeKkmopa.

Knrodeebie cnoea: nodmeHa nuu;, KOMMbIOMEPHOE 3pPEeHUEe; UCKYCCMBEHHbIU uHmesnnekm; 2rybokoe obydyeHue;
oungbelik; uHghopmayuoHHasi 6e3ornacHocmp.

KoHgpriukm uHmepecos: Aemop Oeknapupyem omcymcmeue SI8HbIX U romeHyuarnbHbIX KOH@IIUKMOo8 UHmepe-
€08, c8s3aHHbIX € nybnukayuel Hacmoswel cmambu.
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Abstract

Purpose of research. The development of a hybrid, two-level method to enhance both the accuracy and robustness
of detecting operator face spoofing in images, which is a pressing issue given the constant growth and sophistication
of threats from deepfake technologies.

Methods. A novel architecture is proposed, combining the EfficientNet convolutional neural network for deep pattern
extraction with an ensemble of four classifiers. These classifiers specifically analyze distinct feature groups: expert-
based, textural, statistical, and those based on facial landmark coordinates, enabling the detection of specific
synthesis artifacts. For training and testing, an extensive and representative dataset of 34,000 images was compiled,
including deepfakes generated by several modern tools as well as public datasets.

Results. The high efficacy of the proposed method was experimentally confirmed.: accuracy reached 0.921 and the
F1-score was 0.914. These metrics significantly surpass the performance of any of the individual models used
separately, demonstrating a pronounced and practically significant synergistic effect from their combination.
Conclusion. This work demonstrates that the synergy between deep learning and classical feature-based models
allows for the creation of a genuinely more reliable and precise detector. The proposed method improves overall
accuracy and enhances system robustness by effectively compensating for the individual weaknesses of separate
classifiers. This validates the hypothesis that combining a neural network's ability to extract complex, implicit patterns
with feature-based models' capacity to analyze specific, predefined artifacts (such as geometric distortions) leads to a
more powerful and resilient detector.
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BBepgeHue

Co3nanue U pacpoCTpaHEHUE CUHTE-
TUYECKUX MeauadaiiioB, B 4aCTHOCTH H30-
OpakeHHI ¢ TTOJAMEHEHHBIMU JIMIIAMH (JI1-
nperKoB), CTajgo0 OJHOW W3 KIHOUYEBHIX
npobiaemM uHGOPMAIMOHHONW Oe30macHo-
CTH. AJTOPUTMBI Ha OCHOBE TJIyOOKOTO
oOyueHMsl JOCTUINIM TAaKOTO YpPOBHS pea-
JM3Ma, YTO BU3YaJIbHO OTIMYHUTH MOIJIEIKY
OT OpPUTMHAJIa CTAHOBUTCS MIPAKTHUYECKU He-
BO3MOYKHO. DTO CO3Ja€T 3HAYUTENbHbIE PHC-
KU, CBS3aHHBIE C PACIPOCTPAHEHHEM Je3-
uH(popMaLuK, MaHUMYJSAUENH OOIECTBEH-
HBIM MHCHHEM, MOIICHHUYECTBOM M KOM-
MPOMETAIMEH JTUYHBIX JaHHBIX, 4TO TpeOy-
er pa3paboTku A(PPEKTUBHBIX CPEICTB aB-
TOMAaTUYECKOT0 MPOTUBOJCHCTBHSI.

B npenpiaymem uccnenoanuu [1] 6bu1
MPEUIOKEH METOJI, OCHOBAaHHBIN Ha aHAJIN3e
reOMETPHUYECKUX NPU3HAKOB, M3BJICUEHHBIX
U3 JIMIEBBIX OPUEHTHPOB. DTOT METOJ, UC-
MOJIb3YSl MOJIENIb MEPCENTPOHA, MO3BOIHII
HNOATBEPIUTh 3()(PEKTUBHOCTH MPHU3HAKO-
BOr0 aHajgH3a U gocTudb TouHocTu 0.682.
OnHako OCTaBajCs 3HAYUTEIbHBIN MOTEH-
[UaJl JUIs JaJIbHEHIIero MOBBIICHHS Kayde-
CTBa JETEKIUH 3a CYET MCIIOJIb30BaHUS
OoJsiee CIOKHBIX apXUTEKTYp U KOMOUHU-
pPOBaHMS Pa3INYHBIX UCTOYHHKOB HH(OP-
MaruH.

Hacrosimast paGota siBisieTcsl pa3BUTH-
€M MpebLAyINX HCCIeIOBaHUN U IMpeasa-
raeT TUOPHIHBIA aHCaMOJIEBBIA TOIXOI K
obHapyxenuto mundeiikoB. KiroueBas ru-
MOTe3a 3aKIo4yaeTcs B TOM, YTO MAaKCH-
MaJIbHOW 3((EKTUBHOCTH MOYKHO JOCTUYb

IIyTeM 06’BGJII/IHGHI/I$I CWIBbHBIX CTOPOH ABYX

MapajiurM: CIOCOOHOCTH TJIyOOKHX CBeEp-
TOYHBIX CETell CaMOCTOSTEIbHO M3BJIECKATH
CJIOKHBIE TEKCTYPHBIE M BBICOKOYPOBHEBBIE
NPU3HAKK U3 MMUKCEITFHOTO MPOCTPAHCTBA U
CIIOCOOHOCTH KJIACCHUYECKUX MOJeneil 1ere-
HAaIpaBJICHHO AaHAM3HPOBATh KOHKPETHHIE,
3apaHee ONpe/esiCHHbIE aHOMaJIUU (FeoMeT-
pUYECKHe, CTaTHCTHYecKue W T.1.). Jlms
MPOBEPKU 3TON THIIOTE3bl OBLT pa3paboTaH
JIBYXYpPOBHEBBI METO/, OOBEIUHSAIONINI
HelipoceTeByto Mojenb EfficientNet u He-
CKOJIbKO KJIacCU(HKATOPOB, OOYYSHHBIX Ha
Pa3IMYHBIX HabOpax MPU3HAKOB.

Jlanee B pabote mpencraBieH 0030p
pENeBaHTHBIX MCCIICIOBAaHUI B TaHHON 00-
JacTH, TMOAPOOHO OMHCaH MPEIOKEHHBIHN
MeToJ,, MeTonuKka (opmupoBaHus Habopa
JAHHBIX W Pa3JIeNICHHs BBIOOPOK I 00yUe-
HUA. B 3aKiTIOunTeNbHBIX pa3zenax aHalu-
3UPYIOTCS PE3yJIbTaThl MPOBEICHHBIX JKC-
MEPUMEHTOB U (DOPMYJIUPYIOTCSI UTOTOBBIE
BBIBOJIbI O IIPEUMYIIECTBAX pa3pabOTaHHOTO
THOPUIHOTO TIOJXO/IA.

MaTepMan bl U MeTOAbI

AHanua COBpPEeMEeHHOro CoOCToAHUA
nccecnenosaHusA

Yro0Obl 0003HAYUTHE MECTO IaHHOU
paboThI Ccpenu CYIECTBYIONIMX PEIICHUH,
ObUT TIPOBEICH aHAJN3 KIFOYEBBIX HCCIIE-
JIOBaHM B 0O0OJacTH OOHApYXCHHS JH-
nerikoB. COBpeMEHHBIE MOAXO0JIBI MOKHO
YCIIOBHO pa3lielNTh HA HECKOJIBKO KaTEero-
puil B 3aBUCUMOCTH OT HCIIOJIb3yEeMbIX Me-
TO/IOB U apXUTEKTYP.

OpnHOM M3 OCHOBOIIOJATAIONINX PabOT

SBJISIETCS. UCCJEAOBaHUE [2], B KOTOPOM
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aBTOPBI KJIACCU(UIMPYIOT MAHUITYJISIIAH C
JHWLaMH Ha YeThIpe THIIA: TeHepanus, 3a-
MeHa, MOAN(DUKAIMS U W3MEHEHHE BBIpa-
KEHHsL. JTa TAKCOHOMMS TIOMOTaeT CUCTeMa-
TH3UPOBATh KaK CAMH YTPO3bI, TaK M METOMBI
ux oOHapyxeHus. B pabore [3] mpennaraer-
¢ yHU(HIMPOBAaHHAS apXUTEKTypa IS BbI-
SIBJICHUSI BCEX THUIIOB IUI(EUKOB, KOTOpas
J0CTUraeT TOUHOCTH 98% Ha Habope TaHHBIX
FaceForensicst+, neMOHCTpUpPYS BO3MOX-
HOCTh CO3/IaHUSI YHHMBEPCAJBHBIX JICTEKTO-
poB. MccnenoBanue [4] KOHLEHTpUpyeTCs
HETIOCPE/ICTBEHHO Ha 3ajaue OOHapyXEHHS
M300paKEHHI C 3aMEHEHHBIMH JIMIIAMH, YTO
HarOosee OMM3KO K TeMaThke Hameid pado-
THI, M TIPE/ICTABIISIET CPAaBHUTEIIHHBIN aHAJIH3
Pa3IMYHBIX apXUTEKTYP.

MHorue COBpEMEHHBIE PELICHUS HC-
MOJB3YIOT CIIOXKHBIE HEHpOCeTeBbIE apXu-
TekTypbl. Harmpumep, B [5] i aHanuza BU-
7Ie0 TIPUMEHSIOTCS TPH3HAKY, M3BJICUYCHHBIC
U3 TpeX Pa3IMYHBIX APXUTEKTYp-TpaHchop-
mepoB (DaViT, iFormer u GPViT), uto nos-
BOJIIET OOCTATaTh TOYHOCTA 10 97.72%.
Jpyrum 3pQEeKTHBHBIM MOIXOJIOM SIBIIAETCS
WCIOJIb30BaHue aHcambOiei. B pabote [6]
NpPeIOKEH JBYXYPOBHEBBI aHcamOIb
AWARE-NET, oObequHsiommi  MOIeIn
Xception, Res2Netl01 u EfficientNet-B7 ¢
MOMOIIBI0 MEXaHW3Ma aJallTUBHOTO B3Be-
MIMBaHUs, YTO 3HAYUTENHHO ITOBBIIIAET
YCTOWYUBOCTH AeTekTopa. s o0paboTku
BHJICOJITAaHHBIX ObUT mpemnokeH SFormer
[7] — CKBO3HOIl MPOCTPAHCTBEHHO-BpE-
MEHHOH TpaHchopMmep, KOTOPBIH 3dek-
TUBHO MOJEIHPYET KaK MpPOCTPAHCTBEH-
HbIE, TaK ¥ BpeMEHHbIE 3aBHCUMOCTH. He-

KOTOPBLIC HMCCJICOAOBATCIIN TAKKEC IIpHUME-

HAIOT TpadoBbie HelipoHHbIE ceTu (GNN),
Kak B pabore [8], rae mogens DFGNN wuc-
MOJIb3yeTCa Uil arperauuu MHQOpManuu
U YyTOUYHEHUS MPU3HAKOB y3JI0B rpada, 4ro
MOBBIIIAET MHTEPIPETUPYEMOCTh U 0000-
IIAIOLIYIO0 CIIOCOOHOCTH JETEKTOPA.

B nmocnenHee BpeMsi MOSABISAIOTCSA
MOJIXO/IbI, UCIIONB3YIOUINE HOBEIue 0-
CTHXKEHHsI B OOJIACTH T'€HEPAaTUBHBIX MO-
neneii. Meton DiffusionFake [9] nmpume-
HSIET MPEeABAPUTENHHO 00YUYEHHYIO MOJETb
Stable Diffusion ams peKOHCTPYKLUUH JIHIL,
YTO 3acTaBiseT AETEKTOp M3y4aTb Ooiee
yCTOHYMBBIE U OO0OOIEHHBbIE NPU3HAKU
noanenku. AnanormaHo, padora DeCLIP
[10] mepBoii MCHOIB3yeT MOLIHBIE IPEN-
CTaBJIeHUS] M3 OOJbIION BHU3YyalbHO-SI3bI-
koBoit Momenu CLIP mug moxamusanuu
obOnacteld TOANENKH Ha H300paKECHUU.
Jlpyroii WMHHOBaLMOHHBIN moaX0x, Real
Appearance Modeling (RAM) [11], o0y-
YaeT aBTOSHKOJEP BOCCTAHABIUBAThH HC-
XOJIHbIE JIMIIAa M3 HCKYCCTBEHHO '"HCKa-
AKEHHBIX" BEpCUM, YTO 3aCTaBIIIET MOJIEIb
U3y4aTh YCTOMYMBOE MPEICTABICHHUE IMOJI-
JUHHBIX JIMI] ¥ JIy4me o000mars ero Ha
HEU3BECTHBIE THUIIBI MOJAETIOK. B pabore
[12] npemnoxen wmeron JRC, koTopslii
COBMEIIAET HEKOHTPOJIUPYEMYIO PEKOH-
CTPYKIHIO C KOHTPOJIHUPYEeMOH Kiaccudu-
Kalueil, Ucronb3ys He TOJbKO SIBHBIE ap-
Te(aKThl, HO U CKpPBITHIE IPEICTaBICHUS
TeHEPAaTUBHBIX HECOOTBETCTBUII.

Jpyrue wuccinenoBareid OTXOIAT OT
aHanm3a apredakToB M (OKYyCHPYIOTCS Ha
aJIbTEpHATUBHBIX Npu3Hakax. B [13] npen-
naraercsi metof FreqBlender, kotopsiii pa-

0OTaeT B 4aCTOTHOM 00JIACTH, CMEIIHBAas

M3BecTus FOro-3anagHoro rocygapcTBeHHoro yHueepcuteTa / Proceedings of the Southwest State University. 2025; 29(4): 53-69



Xanees M.[.

MUBPMAHBIN ABYXYPOBHEBbIN METOL, ABTOMATUYECKOTO BbISIBNIEHMS! NOAMEHbI NvLa onepatopa ... 57

YaCTOTHbIE XapaKTEPUCTUKU pPEaJbHBIX U
NoJIeTbHBIX JULl. Pa3BuBas 3TOT moaxon,
meton FreqDebias [14] 6opetcst co "crek-
TpaJbHBIM CMEUIEHUEM", KOT/1a I€TEKTOPbI
Ype3MEpHO IOJIaraloTCs Ha OINpeesIeHHbIe
YaCTOTHbIE JMAIla30HbI, BBOJS ayrMEHTa-
muto "Forgery Mixup" ans nuBepcuduka-
IIUM YaCTOTHBIX XapakTepucTHK. B pabore
[15] akueHT cmeliaercss Ha BBISBICHUE
CEMAaHTUYECKUX HM3MEHeHUH (Hampumep,
HECOOTBETCTBHUE BO3pacTa), a HE CIelH-
¢uueckux apredaxkroB. Meton, ommcaH-
HbIl B [16], OCHOBaH Ha JIEKOMIIO3UIIMU
M300paKeHUSI U aHAIM3€ TAaKUX Xapakre-
PUCTHK, KaK TEKCTypa M CTENEHb 'ecTe-
ctBenHoctu". Pabora [17] mpencrasmser
nerektop TAD, xoTOpsli pa3aenser npu-
3HaKM Ha JB€ B3aUMOMCKIIIOYAIOIINE
IPYMIbl — TEKCTYpHbIE HECOOTBETCTBUS U
apTedakThl — Ui YMEHBUICHUS B3aUMHBIX
nomex. B [18] mpemmaraercsa wucnosiab3o-
BaTh IPOCTPAHCTBEHHBbIE HECOOTBETCTBUS
Bo B3rsae (GazeForensics) B KauecTBe
OMOMETPUYECKOro MpHU3HaKa JUisl 0OHapy-
KEHHUS OJIETIOK.

[ToMuMO TpamUIIMOHHOTO OOHApYKe-
HUS, UCCIENYIOTCSI M CMEXHbIE 3aJayH.
Hanpumep, meron TSOM [19] pemaer 3ana-
4y TOCJIEeOBATEIbHOIO OOHApY)XeHHs -
nerkoB, NpecKa3biBas YIOPSI0YECHHYIO
MIOCJIEIOBATENIbHOCTh MAHUITYJISALMH, YTO HO-
3BOJISIET BOCCTAaHOBUTH HCTOPHUIO CO3JAHHS
noanenku. J{pyrue paboTsl BEIXOAAT 3a paM-
KA aHalM3a TOJbKO BU3YAJIbHBIX JaHHBIX.
Tak, ppeiimBopk ART-AVDF [20] siBnstercst
ay/IMOBU3YaJIbHBIM M UCIIOJIB3YET apTUKYJIS-
IIMOHHOE TpeJICTaBIeHNEe, OOBEIUHSIS CITyXO-

BOM 9HKOJIEp U SHKOJEp I I'y0, YTO MOBBI-

[IaeT HAJCKHOCTh JeTeKIuu. CyIecTBYIOT
Y TIPOAKTHBHBIC METOJIbI 3aIUTHI, TAKUE KaK
NullSwap [21], koTopblil HE 0OHapYyKHUBaeT
MOJ/ICNKH, a "MacKupyeT" MCXOoIHbIE U300-
paXkeHusl, T00AaBJIssi HE3aMETHBIC BO3MYIIIC-
HUSI, YTOOBI TIPEIOTBPATHTL CaMy BO3MOXK-
HOCTH KAY€CTBEHHON 3aMEHBI JIMIIA.

B To BpeMs kak MHOTHE U3 yIIOMSHY-
TBIX METOJIOB OPHUEHTHPOBAHBI HAa BHJICO-
JAHHBIC WJIH UCTOJIB3YIOT CIOXHBIC MYJIb-
THMOJAJIbHBIEC MTOAXO/bI, Hala padoTa co-
CpeI0TOYCHA MCKIIOYUTEILHO Ha OOHAapY-
JKEHUU TIOJMEHBI JIUI[ B CTATHYHBIX HM300-
paXeHUsIX, Mpeiaras THOPUIHBIN JBYX-
YPOBHEBBIA METOJ JUIsl MOBBIIICHUS TOY-

HOCTHU U HAACKHOCTHU JCTCKIHUH.

Habop gaHHbIX

LlenTpasibHOM 3a/1a4ell MpY TOATOTOBKE
WCCTIeIOBaHusT ObUTO (POPMHUPOBAHHE KOM-
IUIEKCHOTO HA0opa [aHHBIX, CIIOCOOHOTO
o0ecreunTh KaK MIMPOTYy OXBaTa, TaK U CIie-
UGPUIHOCTh 1T OOyYeHHSI yCTOWYHMBOM
Monenu aerekiuu. CyiiecTByronme Imy0-
JIMYHBIE 1aTaceThl, HECMOTPS HA MX 00BEM,
3a49aCTyI0 OTpaHHYCHBI OMPE/ICICHHBIM Ha-
00poM METO/IOB TeHepauuu AurenKoB.
Mopnenb, 0Oy4eHHass UCKIIOYUTEIHHO Ha
TaKUX JAaHHBIX, PUCKYET IMePeoOyIUThCS
Ha BBISIBJICHHE apTe(aKkTOB, CBOMCTBEHHBIX
TOJBKO 3THM METOJAaM, U IIOKa3bIBaTh
HU3KYI0 3(()EeKTUBHOCTh HAa HOBBIX, HEU3-
BECTHBIX THIIAX ITOICIIOK.

YToOBI MPEoI0JIeTh 3TO OrPaHUYCHHE,
ObUT TIPpUMEHEH NBYXdTamHblid moaxoxd. Ha
MepBOM dTamne OblIa BBIMOJIHEHA IIeJieBast
reHeparst 6000  gunerk-m300pasKeHMIA
1Sl BHECEHHSI B 00YYaIOLIyl0 BHIOOPKY KOH-
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TPOJHPYEMOTro pazHoobpasus. [ns sroii 1e-
o ObUIM 33/ICHCTBOBAHBI TPHU PA3IMYHBIX
NPOrPaMMHBIX HHCTPYMEHTa, Ha OCHOBE
Ka)KIOT0 M3 KOTOPBIX OBUIO CreHEepUpOBa-
HOo o 2000 m3o0paxkenwmii: Faceswap v3
Segmind API, pacmmpenne Roop s
Stable Diffusion u penozutopuit Wuhuikai
Ha GitHub. HMcnonb3oBaHue HECKOIBKHUX
TeHEepaToOpoB ObUIO MPOJAUKTOBAHO HEOO-
XOAMMOCTbIO OOYYUTh MOJENb paclo3Ha-
BaTh Oomnee oOmwue, ¢GyHIAMEHTAIbHBIC
NPU3HAKU TOJJIENIKY, a He crennduieckue
apTedakThl OTHOTO HHCTPYMEHTA.
[Ipouecc renepannu OCHOBBIBAJICS HA
6000 ncxomapix U 6000 meneBbIX M300pa-
xeHusx 3 Habopa manHbix CelebA. Bo
n30exaHue rmepeceueHuid u st odecrede-
HUSI YMCTOTHI JaHHBIX 9TH JiBa Habopa ObLIN
ClleJIaHbl TTOJTHOCTBIO HEMEePeCceKatoIMMUCH.
Kaxneiii 3 Tpex reHepatopoB oOpabortant
no 2000 yHMKalTbHBIX Map HU300pa)KEHUI,
YTO TMO3BOJIMJIO MOJIY4YHUTh cOaJaHCHPOBAH-
Hy!0 BbIOOpKY u3 6000 CHHTETHYECKHX
n300pakeHuil (pe3ynpTaT paboThl reHepa-
Topa noka3aH Ha puc. 1). K Hum 6b110 110-

6aBneno 8000 opuruHanbHbIX (oTorpaduit

st (OPMHUPOBAHUS TIEPBUYHOTO cOaaH-
CHUPOBaHHOT0 Habopa.

Ha BTOpoM jsrame pemanacs 3anada
MaciuTabupoBaHusl JaHHBIX U obecrede-
HUS UX 0000Mmarmei crrocoOHoCTH. XOTI
Halll CTeHEpUPOBAaHHBIH HAOOp M BHOCHII
pa3zHooOpas3ue MeToI0B, ero oobem (14000
n300pakeHUi) OBUT HEIOCTaTOYeH s
oOydeHuss TIIyOOKOW HEHPOHHOW CeTH,
ycToiiunBoil k mnepeoOyueHuto. VmeHHO
MO3TOMY TIEPBHYHBIN HAOOp OBUT 00BEaN-
HeH ¢ 20 000 u3o0pakeHuii U3 aBTOPUTET-
HOro teMaruueckoro naracera DF40 [22].
JloGaBnenne maHHbIX 3 DF40 mo3Bonmio
HE TOJIbKO 3HAYMUTENBHO YBEIUYUTH UTOrO-
BBIi pa3mep BBIOOPKH, HO U O0OTraTUTh €e
U300paKEHUAMU U3 JPYroro HCTOYHMKA,
YTO KPUTHUYECKHM BAKHO JUIS TOBBIIICHUS
CII0COOHOCTH MOJIENTU K TeHepaIU3aIiH.

Takum 06pa3oM, UTOTOBBIN THOPUIHBIN
HaOop naHHbBIX oObemoM 34000 uzo6paxe-
HUI 00beIMHII B ce0e perMyIIecTBa ABYX
MIOJIXOJIOB: CIIEIM(PUIHOCTD U pa3HOOOpa3ue
METOJIOB M3 KOHTPOJIUPYEMOW T'eHepaluu U
Macmrad ¢ IIMPOKUM OXBaTOM M3 YCTOSIB-

ierocs myOIMYHOro JlaTacera.

o BY

Puc. 1. BxogHble opuruHanbsHble n3obpaxerms (1 1 2) n nsobpaxxeHne nogMmeHsl nuua

¢ nomoLbo Roop (3)

Fig. 1. Original input images (1 and 2) and the face-swapped image generated using Roop (3)
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JIJ1st KOppEKTHOTO 00y4YeHHS U 00BEK-
THBHOW OIEHKHA MeToja Oblla MpUMEHEHa
MHOTOYPOBHEBAsI CTpaTErusi pa3JesiCHUs

JAHHBIX, HAIPABJIICHHAs HA IIPENOTBpalle-

Ha6op

N306paxeHun

pa3MeyeHHbIX
NnoAMEHHbIX Nnuy,

naobpaxeHun

N306paxeHus
HEeU3MEHEHHbIX
nmy

AyrmMeHTaumAa

Wtorosbint Habop
[aHHbIX

HUE YTeUKHd MHPOpMAIHU MeXy 0a30BBI-
MU MOJENSIMH M MeTa-MOJAEJbI0 (KaK Io-

Ka3aHo Ha puc. 2).

bazoBan
TPEHUPOBOYHARA
Bbibopka

Ha6op gaHHbIX
anA 6a30BbIX
mMopenen

BasoBas TecToBas
Bbi6opka

Merta
TPEHUPOBOYHaRA
Bbl6opkKa

Ha6op gaHHbIX
ANna MeTa Moaenu

Merta TectoBan
Bbl6opKa

Puc. 2. Cxema pasgenenunsi Habopa AaHHbIX Ans 0Oy4eHus 1 OLEHKN

Fig. 2. Dataset splitting scheme for ensemble training and evaluation

[Ipomecc ObLT OpraHW30BaH CIEAYIO-
M 00pa3oM:

o ®opmupoBaHHe HUTOroBoro Habopa
TakuM 00pa3oM, 4TOObI HMCXOJTHBIE H300-
paXeHHsI ¢ MMOJMEHEHHBIMU Y HEM3MEHEH-
HBIMHU JIMLAMH OBUIM OOBENUHEHBI B €IH-
HBI pa3MedeHHbI Habop gaHHBIX. K 3TO-
My Habopy ObLT MPUMEHEH KOMIUIEKC TeX-
HUK ayIrMEHTaluu (IOBOPOTHI, OTPAKEHUS,
W3MEHEHHE SPKOCTH) IS YBEITUYCHUS €T0
o0bemMa U pa3HooOpa3us, 4TO CIIOCOOCTBY-
€T TMOBBIIICHUIO YCTOMYNBOCTH MOJIEIICH.

e [lepBuuHOE pa3neneHne BBHIOJIHEHO
TakuM 00pa3oM, YTO UTOTOBBIA ayrMEHTH-
poBaHHBIA HAOOp HAHHBIX OBLI pa3elicH
Ha JIBA OCHOBHBIX HEIEPECEKAIOIINXCS

OJIMHOKECTBA:

— HaGop nannbix 11 6a30BBIX MOe-
Jel MCIOIb30BAJICS UCKIIOUUTENBHO IS
00y4YeHHs U TECTUPOBAHUS YEThIpEX IMpH-
3HAKOBBIX KJIACCU(UKATOPOB M TITyOOKOM
HEHUPOHHOU CETH.

— HaGop naHHBIX Ui MeTa-MOJeNn
SBJISICTCSI BTOPOW, MOJHOCTHIO HE3aBUCH-
MOH 4acTblo, U ObLI 3ape3epBUPOBAH IS
oOyuyeHuss W (HUHAJIHHOW OLIEHKH MeTa-
MOJIEJIN.

o BropuuHoe pa3zaeneHue BHIIIOTHEHO
TaK, 4TO Ka)/10€ U3 JABYX OCHOBHBIX IOJ-
MHOXKECTB OBUIO pa3feleHO Ha TPEHUPO-
BOYHYI0O M TECTOBYIO BBIOODKM B CTaH-
JApTHOU MPOIOPLIHH.

Taxast ctporas M30isIMsS rapaHTHPY-
€T, 4YTO MeTa-MoJeJIb 00yJaeTcsl Ha Mpel-

CKazaHUAX, KOTOPLIC 0a30BbIE MOJCIN
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ClIeNaay Ha COBEPILIEHHO HOBBIX AJIS HHUX
JAHHBIX. JTO IMO3BOJIAET MeTa-Kiaccudu-
KaTtopy 3(pPeKTUBHO YyUUTHCS 0000IIaTh U
KOPPEKTHPOBaTh OMIMOKK 0a30BBIX MOje-
JIeif, He TIOJCTpauBasiCh MO apTe(aKThl UX
oOyuaroieii BRIOOPKH, 4TO BEAET K CO3/a-

HHIO 00JI1€€ HANEKHON UTOTOBOM CUCTEMEL.

MeTopn onpegeneHus nogmeHbl nn
Ha ns3obpaxeHun

[IpennoxeHHbIi METOT COCTOUT U3 JBYX
nraroB. Ha mepsBom 1mare mnpeamosaraercs,
9TO 3HAYMMBIC Ui ACTEKIUH apTedaKThl
MPOSIBJISIIOTCS. B HAPYLIEHUH €CTECTBEHHOM
TEOMETPUM JIMIIA W AHTPOIOMETPUYECKHX
COOTHOIIICHHH, KOTOPbIe MOYXHO 3a(pUKCHpO-
BaTh C MOMOIIBIO Habopa mpu3HaKoB. Bro-
pOM IIar 3aKIOYacTCsi B WCIOJIb30BAHUU
CBEpTOYHOM HEWPOHHOM ceTH (B JAaHHOM
cnydae EfficientNet), koropas crocobHa ca-
MOCTOSITENIbHO, 0€3 NpeIBapUTeIbHON HH-
KEHEPUU NPHU3HAKOB, M3BJIEKATh CIOKHbIE
MaTTepHbl U TEKCTYPHbIE aHOMAJIMU HEIO-
CPEICTBEHHO W3 IMMKCEJIBHOIO IPOCTPAH-

CTBa U300paKCHMSI.

TF-SF Mmopgenb

BaszoBan
TPEHMPOBOYHaA
Bbibopka O6yueHue n
oueHka m
Kknaccudpukatopa

LBP mogenb

BazoBasn TectoBan
Bbibopka

EF mogenb

FL Mmopenb

O6y4yeHue n
oueHka rny6okoin
Mogenun

Mogenb rny6okoro

obyyeHuna

[IpennoxxeHHBId METON OOBbEeIUHSET
MpencKa3aHusi TIIyOOKOW HeHpoceTeBou
MOJIEJIM U YETBIPEX MOJEJIEH, NMOCTPOEH-
HbIX Ha Pa3Ju4HbIX Tpynnax MPU3HAKOB.
JI1s1 MOCTPOEHMSI TUX MPU3HAKOBBIX MO-
JieNiel pacCMaTpUBAIMCH 1B OCHOBHBIX all-
roputMma: ciaydaiinbiii jec (Random Forest)
u rpaguenTHsiid Oyctusr (CatBoost). Beioop
WATOTOBOM MOJEIM JJI KaXKJIOM U3 YETBIPEX
TPy NPU3HAKOB MPOU3BOJMIICS HA OCHOBE
JKCIICPUMEHTAJILHOU OLICHKH. B pamkax Me-
TOJA MPEAJIOKEHO HMCIOIB30BATh TOT KJlac-
cuukaTop, KOTOPBIA MPOAEMOHCTPUPOBAIT
HarOOJBIIYI0 MPOTHOCTHYECKYIO TOYHOCTH
Ha COOTBETCTBYIOIIIEM HA0Ope JaHHBIX, YTO
MO3BOJIMJIO TIOA00paTh HamboJee MOaXO0s-
LIYI0 apXUTEKTYpY IS KaXJI0Tr0o THUIA MpU-
3HAKOB, MAKCUMM3HUPYsS WX HHIUBUAYallb-
HBIM BKJIaJ] B UTOTOBOE PEIICHHUE.

Cxema npeyioKEeHHOTO METO0/1a, BKIIIO-
qaroiasi 00y4deHre 0a30BbIX MOEIEH U TOo-
cremyromiee 00yueHne MeTa-MOJCIA Ha MX
MpeJICKa3aHusX, IPEACTaBJIEHa Ha puUC. 3.

Merta
TPEHUPOBOYHaA
Bbl6opKa

MpepckasaHua
Mopenen n
pasmeTka

ObyueHne
MeTamopenu

OueHka
MeTamogenu

Meta Mmogenb

Merta TectoBana

Bbi6opka

Puc. 3. MeTog onpegenenns nogMeHbl UL, Ha N306paxeHnn

Fig. 3. The proposed face spoofing detection method
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B pamkax meronma Obutn pa3paboTaH-
HBIE CJICIYIOLINE MOJICNIHN:

1. Mogenn Ha OCHOBE OHKCHEpPTHbIE
npuzHakax (EF), kotopsle ObuiM paccuu-
TaHbl HAa OCHOBE JIMIEBBIX OPHUEHTHPOB,
MOJIYYCHHBIX C TIOMOMIbIO (peiiMBOpKa
Google MediaPipe. Onu Bkit0UatoT B ce0s
METpUKH, OLleHUBaroIue GpopMmy JuIa, Ta-
KM€ KaK €ro yCJIIOBHAs IJIOMAAb U 00BEM,
a Takke HAOOp COOTHOIIECHWH KITIOYEBBIX
MEKJIMLEBBIX PacCTOsAHUU. B wacTtHOCTH,
aHATM3UPOBAIINCH OTHOIICHUS PACCTOSHUN
MEXIy Tja3aMd, HOCOM, PTOM H yIIIaMHU
JUIA OIEHKHA MPOCTPAHCTBEHHOTO PacIio-
nokeHus yepT nuna. [ns knaccubukammm
Ha OCHOBE 3TOro Habopa NMPU3HAKOB HC-
M0JIb30BANIACh MOJIEIIb CIIy4aifHOTO JIeca.

2. Ilpu3Haku HA OCHOBE JIUIIEBBIX OpH-
entupoB (FL), koTopble MCHOIB30BAIUCH B
Ka4eCTBE OTJEIILHOTO Habopa MpPU3HAKOB
WCTIOJIb30BATUCh  HETMOCPEJCTBEHHO KOOp-
JIMHATHI KITFOYEBBIX TOYEK JIMIA, W3BJICUYCH-
Hele ¢ momombio Google MediaPipe. [lns
sTOro Habopa Taxke Obl1a 00yueHa OTIeb-
Hasi MOJIEJIb CIIy9alHOT O JIeca.

3. CratucTHueckne U TEKCTypHbIE
npusHaku (TF-SF) m3Bnexamucy ¢ momo-
b0 CIIENHUAIN3UPOBAHHBIX OUOIHOTEK
Python. Craructuueckue npusHaku (UK-
CHUPYIOT pacmpeleieHne M W3MEHUYHUBOCTh
WHTCHCUBHOCTH ITUKCEJICH, B TO BPeMs KaKk
TEKCTYpHBIC AHATM3UPYIOT NATTEPHBI H
IPaJIUCHTHl U300PKEHUSI IS BBISIBICHUS
HEECTECTBEHHBIX TIEPEXOJ0B M apTedak-
ToB. [Ipu3Haku ObLIM OOBEAMHEHBI B OJIUH
HaOoOp, I KOTOporo Obuta oO0ydeHa Mo-
JIellb Ha OCHOBE TIPaJUEHTHOrO OyCTHHTa
CatBoost.

4. JlokanbpHble OWHApHBIE MATTEPHBI
(LBP) ucnonb30BavCh sl KOAUPOBAHUS
MUKPOTEKCTYPHOH HH(pOpManuu u3o0pa-
KEHUs IyTeM CpaBHEHHs 3HAYCHUN IHUK-
ceJiedl B JIOKAJIBHOM OKPECTHOCTH. OTOT
nojaxoa obecreynBaeT JETaJbHOE IMpel-
CTaBJIEHUE MEJKO3EPHUCTBIX CTPYKTYP,
YacTO HCKaXaeMbIX NpPU CO3/JaHUU JU-
nerikoB. /[ nanHOTO HAOOpPa MPU3HAKOB
Obuta 00yuena mozaens CatBoost.

WToroBelif cueHapuii paboOThl CUCTe-
MBI, PEAU3YIOLIEH MPEIIOKEHHBIA METOL
B PEXUME INpEACKa3aHUs BBITJISAUT Clie-
OyomuM oOpazoM (puc. 4): Mo OIHOMY
BXOJHOMY H300pakeHHI0 (opmupyercs
BEKTOp M3 MATH IpeICKa3aHuil (OIHO OT
rinyOokoit moxenu EfficientNet u mo on-
HOMY OT Ka&KJOW W3 YEThIPEX OMHMCAHHBIX
MPU3HAKOBBIX MoJiesiell). DTOT BEKTOp MO-
JlaeTcsl Ha BXOJl METa-MOJIeNU, TaKKe pea-
nu3oBaHHON Ha ocHOBe CatBoost. Beioop
CatBoost B kauecTBe MeTa-Kiaccuguka-
TOpa OOYCIIOBJIEH €ro CIIOCOOHOCTBIO 3(h-
(eKTUBHO arperupoBatrh NpeicKa3zaHus OT
pPa3HOPOIHBIX 0a30BBIX MOJEIEH M CTPO-
UTh CWIBbHYIO pellarollyto rpanuiny. B pe-
3ynbTaTe MeTa-Mojelb (GOPMHUPYET OKOH-
yarenbHOe, 0ojee TOYHOE M YCTOHYHMBOE

nmpeacka3zanue.

Pe3ynbTaTtbl U X 06CyXaeHue

B nanHoM paszerne mpeacTraBieHbl pe-
3yJbTAThl HKCIIEPUMEHTAJIBHON OLIEHKH 3(-
(EeKTUBHOCTU TPEUIOKEHHOTO THOPUAHOTO
noaxo/a K nerekuuu aurdeiikos. Mcecneno-
BaHMEe ObLIO pa3fesNieHO Ha JBa KIIFOUYEBBIX
srana. CHauanma Obula IpOBEIEHA OLICHKA

IMPONU3BOAUTCIIBHOCTH Ka)KI[Oﬁ H3 YCTBIPEX
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MPU3HAKOBBIX MOJEIEH I0 OTICIBHOCTH,
9TOOBI OIPEICIUTh 0A30BOE KAYECTBO KaXk-
noro Habopa MpHU3HAKOB. 3aTeM ObLIa Hpo-
aHaJIM3WpOBaHa paboTa riryOOKOM Helpoce-
teBoi monenn EfficientNet u utorosoro as-

TF-SF mogenb
(catboost)

LBP Mogenb
(catboost)

caMOnsi, OOBEIMHSIOIEr0 BCEe 0Oa30BbBIE
K1accupukaropel. B KayecTBe OCHOBHBIX
METPUK ISl BCEX SKCIIEPUMEHTOB HCIOJb-
30BaJIMCh TOYHOCTH (Accuracy) u Fl-mepa
(F1-score).

NaobpaxeHune ana
pasMeTku

MpepckasaHuA Utorosoe
Moaenemn npeackasaHue

—> MeTta mogenb

FL mopenb
(cny4anHbiii nec)

Mopgenb rny6okoro
obyyeHus

Puc. 4. CueHapuii onpegeneHns nogmeHbl Nyl Ha n3obpaxeHun

Fig. 4. Face swap detection scenario

PesynbTaTbl TECTUPOBAHMS NPU3HAKOBbIX
Mogenemn

B 1abn. 1 mpencraBieHbl pe3ysbTaThl
OLIeHKU 3(pPEeKTUBHOCTH YEThIpEX MpU3HA-
KOBBIX Mojenell, oO0yueHHbIX U 3afauu
netekuu qundenkon. [ kaxmon moe-
M OBUIM pacCcUMTaHbl METPUKU Accuracy
u Fl-score.

AHanu3 MoNy4eHHBIX METPUK MOKa3bl-
BaeT, YTO HAWIYYIIyl0 IPOU3BOAUTEIb-
HOCTh IIPOJIEMOHCTPUpPOBANa MOJENb, HC-
MOJIB3YIONIasi B KauecTBE MPU3HAKOB HEOO-
paboTaHHble KOOPAMHATHI JIMLIEBBIX OPHUEH-
tupoB (facial landmarks). [lannas mozensb
nocruria 3HaueHus Accuracy 0,772 u F1-

score 0,711, 9TO SABAAETCA CaMBIM BBICO-

KHM TOKa3aTejieM CpeAu BCEX paccMOT-
PEHHBIX MOAXOA0B. JTOT pe3yJbTaT CBU-
JETENBCTBYET O TOM, YTO MPSIMOE UCIONb-
30BaHUE KOOPAMHAT KJIIOUEBBIX TOUEK JIH-
112 COACPKUT HanOoJee CUIbHBIA U SIBHBIH
CUTHAJI JUISl Pa3IU4YeHUs] ayTeHTUYHBIX M
CUHTETHYECKHUX N300paKCHHI.

OcranpHble TpU MOJEIU IOKa3aau
COTIOCTaBUMBIE, XOTS U 0oJiee HU3KHE, pe-
3ynbTaThl. MoOJenu, OCHOBaHHbIE Ha JIO-
KaIpHBIX OuHapHbIX marrepHax (LBP) u
OO0BEIMHEHHBIX TEKCTYPHO-CTAaTHCTUIECKUX
MpU3HAKaX, MPOJAEMOHCTPUPOBAIN OIU3-
kue 3Hauenuss Accuracy (0,727 u 0,716
COOTBETCTBEHHO), TIOJITBEPK1asi BaXKHOCTh
aHaJIn3a MHUKPOTEKCTYp M paclpeiesieHHs

HHUKCeJIEN I BBIABIEHUS aHOMAJIHI.
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Haumenee 3¢ dexTrBHOI 0Ka3anach Mo-
JIeTTb, TIOCTPOCHHASI HA YKCTIEPTHBIX MTPHU3HA-
kax (Accuracy 0,704, Fl-score 0,614). 3a-
METHOE CHWXeHHe MeTpuku Fl-score mo
CpaBHEHMIO C Accuracy MOXET yKa3bIBaTb
Ha CJIOKHOCTH B KJIACCH(UKAIMK OIHOTO
73 KJIaccoB. MOXXHO NPEANOJIOKUTH, UTO,
XOTsI BBIUMCIIEHHE BBICOKOYPOBHEBBIX MpH-
3HaKOB (TUIOMIAAeH, 0OBEMOB, COOTHOIIIE-
HUIT) o0ecreunBacT UHTEPIPETUPYEMOCTb,

OHO MPUBOAUT K IIOTCPEC UYaCTH Ba)KHOM

Tabnuua 1. MeTpuky NpusHaKoBbIX MOAENewn

Table 1. Feature-Based Model Metrics

uHpOpMaIMH, COJEpKAIEHCS B UCXOIHBIX
KOOp/AWHATaX OPUEHTHPOB.

B wnenomMm, mnoisydeHHBIE PE3YIbTATHI,
XOTh ¥ HEJIOCTATOYHBI JJISI CAaMOCTOSTEINb-
HOTO MPAaKTUYECKOTO0 HPUMEHEHHMs], MOJ-
TBEP)KJAIOT KOPPEKTHOCTHh BBIOOpa BCeX
yeTblpex HaOOpoB mpu3HakoB. Kaxniplil u3
HUX YJIaBJIMBAeT YHUKAJIbHBIC ACHIEKThI 1aH-
HBIX, YTO JIENIaeT MX LIEHHBIMU KOMIIOHEH-
TaMH ISl TIOCJIEIYIONIET0 aHcamOIMpoBa-

HUA B paMKax MCTa-MOICIIN.

DKcIepTHbIE Xapak-
JInueBsie OpUEHTHUPBI
tepuctuku / Expert )
. / Facial landmarks
characteristics

TekcTypHbIe U cTaTH-

CTUYCCKUEC IIPU3HAKHN

statistical features

JlokanbHble OMHApHbBIE

Local bi
/ Textural and nattepus! / Local binary
patterns

Tounocts | Fl-mepa | Tounocts | Fl-mepa

Tounocte | Fl-mepa | TounocTh

F1-mepa

0,703874 |0,61442 10,771722 |0,71132

0,716349 (0,661619 |0,727293 |0,684077

PesynbTaTbl TECTUPOBAHUS NPEANOXEHHOO
meToda

B T1abn. 2 mpexacraBieHbl pe3ysbTaThl
OKCIIEPUMEHTOB 110 OLCHKE IPOU3BOIH-
TenpHOCTH TyOokoit Mmonenmu (EfficientNet)
1 aHcaMOI1s1, OOBETMHSIOINIETO €€ C YEThIPh-
Msl TIPU3HAKOBBIMH  KJIaCCH(PHUKATOPAMH.
HccnenoBasioch BIMSHHUE PA3IUYHBIX MeE-
TOMOB TPeAoOpabOTKM M300paKeHH Ha
UTOTOBbIE METPHUKH, a Takxke 3((eKTHB-
HOCTh CAMOTO aHCaMOJIEBOTO MOXO01A.

JIist  ONTHMU3AIUN  BBIYMCIUTEILHBIX
pecypcoB u 3(pPeKTUBHON MPOBEPKH THIIO-
TE€3 IKCIICPUMEHTHI ObLTH Pa3JICJICHbI Ha JBa
atana. [IepBbIi, MOMCKOBBIN, 3Tall BKIHOYAI

B ce0s IIUPOKOC TCCTUPOBAHUEC BCEX CCMU

METOJIOB MpenoO0padOTKH Ha COKpAaIIeH-
HOM Habope AaHHBIX (IIOJIOBMHA OT OOIIe-
ro oowsema, half) ¢ orpann4eHHbBIM YnCIOM
smox o0yuenus (8). Takoil moaxo MO3BO-
7ut OBICTPO BBISIBUTH OOIIME TEHACHIIMH U
OIPENEJIUTh HanOoJIee IEePCICKTHBHBIC
METO/IbI, TIOCKOJIBKY 3TOW KOH(UTYpaluu
OBLIO JOCTAaTOYHO Jis BBISBIIEHHMS OTHO-
CUTENIbHOH (P (HEKTUBHOCTHU TIOJIXOI0B TPU
MEHBIIIUX BPEMEHHBIX 3arparax. Ha BTo-
POM, OCHOBHOM, 3Tare Jy4Ilihe U3 BBISB-
neHHsix MetonoB (RGB u Grayscale) ObI-
JM TIOJBEPTHYTHI TOJHOICHHOMY 00ydYe-
HUIO Ha MOJIHOM Habope manHbIX (full) B
TeueHue 25 3Mmox a1 JOCTHKEHHUS MaKCH-
MajJbHO BO3MOXKHOTO KadecTBa M TOYHOM

OLICHKH HX IIOTCHIHKAaJIA.
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Tabnuua 2. MeTpuku rnybokmx mogenemn u npeanoXeHHoro metoaa

Table 2. Metrics of deep models and the proposed method

Pazmep
®opmar | Yucno
Habopa TouHoOCTb Fl-mepa
o0paboTt- | smox / . . Tounocts Me- | F1-mepa meTona
nanHblx | EfficientNet / | EfficientNet /
ku / Pro- | Num- toma/ Meth- | /F1-method
] / Da- | Accuracy Ef- |/ F1-Measure
cessing | ber of , . od accuracy measure
taset ficientNet | EfficientNet
format |epochs .
size
rgb 8 0,5 0,852046 0,8375 0,888159 0,878362
grayscale 8 0,5 0,85336 0,844186 0,883563 0,87156
srm 8 0,5 0,738236 0,735515 0,839352 0,818676
dct 8 0,5 0,644342 0,653148 0,81265 0,781298
ela 8 0,5 0,641935 0,672407 0,815933 0,784635
svd 8 0,5 0,603195 0,635578 0,811556 0,780077
dft 8 0,5 0,528781 0,577097 0,811337 0,778974
rgb 25 1 0,90545 0,897192 0,920552 0,914164
grayscale 25 1 0,904137 0,896601 0,913548 0,90673

AHami3 pe3yJsIbTaToB OAMHOYHOW MOje-
ma EfficientNet, o0coO¢HHO Ha MOJIHOM Ha0O-
pe IaHHBIX, MOKa3ajl, YyTo Hanbonee rdek-
TUBHBIMH SIBJISIFOTCSI 0a30BBbIE TIPEJICTaBIIC-
HUS M300pakeHuii. Mojenn, oOy4eHHbIe Ha
cranaaptHeix RGB-m300pakeHnsax u ux
Grayscale-Bepcusix, MpoIeMOHCTPUPOBATU
HAMTyYIlUe U MPAKTHYCSCKH HICHTUYHBIC Pe-
3ynbTarbl, TocTUrHYB Accuracy 0,905 u F1-
score 0,897. OT0 rOBOPUT O TOM, YTO ApXU-
tektypa EfficientNet crioco6na camoctos-
TEJBPHO W3BJIEKATh HEOOXOIMMBIC MPU3HA-
KA W3 CTaHJAPTHOTO MHUKCEIBHOTO Ipo-
CTpaHCTBa 0€3 HEOOXOAUMOCTH B CIIOKHOM
peaBapuTenbHOI 00paboTKe.

HampotuB, wmertomel mpenoOpaboTky,
OCHOBaHHBIC Ha YaCTOTHBIX MPEOOpa3OBaHU-
ax (DCT, DFT) wm ananuse ypoBHS OLIU-
0ok (ELA), moka3am 3HaYMTEIBHOE CHUXKE-

HHE TPOM3BOUTEIFHOCTH. JTO MOXET OBITh
CBSI3aHO C TE€M, YTO TaKHe MpeoOpa3soBaHMs
HApYWIAIOT JIOKAJbHBIC IPOCTPAHCTBEHHEIC
3aBHCHMOCTH B H300payKEHHH, KOTOpbIE KPH-
THYECKH BaYKHBI JUISI CBEPTOYHBIX HEHPOH-
HBIX CETEH.

Kito4ueBbIM  BBIBOJIOM DKCIIEPUMEHTOB
SIBJISIETCS] CTAOMIIBHOE M TIOBCEMECTHOE YITyd-
IICHWE METPUK IPH UCTIOIBb30BAaHUH METO/A.
Bo Bcex 0e3 umckimo4YeHHs KOH(MUTYpaIMsix
PE3yIbTUPYIOIIAS
KaueCTBy COOTBETCTBYIOIIYIO €l OJMHOY-

MOJCIb IIPEB3OLLIA II0

HYIO INTyOOKYI0 MOJIEb.

HauBpicmnii pe3ynpTaT BCEro UCCIIe-
JOBaHHSA ObUI JOCTHTHYT MMEHHO aHCaM-
0J1eM, MCTIONB3YIONINM TIIYOOKYI0 MOJEITH
Ha RGB-u3o00paxenusx: Accuracy 0,921 u
Fl-score 0,914. Dro mpencraBusieT coboi
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3HAYMMOE YIIY4IIEHHE IO CPAaBHEHHUIO C
Jy4IIed OTMHOYHOU MOJIEIIBIO.

Oco0eHHO SIPKO MPEUMYIIECTBO Tpe/-
JIOKEHHOTO METO/1a TIPOSIBIISIETCS Ha CIIa0BIX
rmyOokux mojaenmsix. Hampumep, mnst mpe-
noopabdotku DFT, rue EfficientNet mokasza-
na Accuracy Becero 0,528, meroa cMor noj-
HATH 3TOT mokazarens A0 0,811. Dro ne-
MOHCTPHUPYET, YTO MPHU3HAKOBBIC MOIEIH
BHOCSIT YCTOMYMBBIM Y HE3aBUCHMBIN BKIIA]L,
KOMITEHCHPYS HEJOCTaTKU TIIyOOKOW Mojie-
T W Jenas WTOTOBYIO cHCTeMy Ooiiee
HaJIe)KHOM.

Takum 00pa3om, SKCTIEPUMEHTHI O~
TBEPAWIIA, YTO TUOPHUIHBIA TOIXOJ, COB-
MeNIarIuii TITy0oKkoe oO0ydeHHe ¢ Kiac-
CUYECKHMMH TPU3HAKOBBEIMU  MOJICIISIMH,
ITO3BOJISIET JOCTHYL 00jiee BBICOKOHM TOY-
HOCTH M YCTOWYHBOCTH IO CPAaBHEHHUIO C
WCIIOJIb30BAaHUEM HCKITIOUUTENBHO TIy0o-

KOT'0 HEH-POCETEBOr0 NOAX01A.

BbiBogbl

B nacrosielt pabote Obl1a ocTaBieHa
U pelleHa 3a/1a4a MOBbIIeHUs 3PPEeKTUBHO-
CTU aBTOMAaTHUYECKOTO BBISBICHUS TOJMEHBI
JMLA HA M300paKEHUAX Ha CTaTUYHBIX H30-
OpaxeHusix. B kadecTBe pa3BUTHs TpeIbl-
TyIIUX ACCIIENOBAHUN, OCHOBAHHBIX HA TPH-
3HAKOBBIX METO/aX, ObLT pa3paboTaH  MPo-
TECTUPOBaH TUOPUAHBIA JBYXYpPOBHEBBI
METO/, OOBECIMHSIONINN CHIBHBIE CTOPOHBI
TITyOOKOr0 00YYEeHHS M KIIACCHYECKUX MOJIE-
JIel MallTMHHOTO O0YYEHHUSI.

IIpeokeHHass apXUTEKTypa HEHpOH-
HOM CeTH, B paMKaX pa3pabOTaHHOTO METO-
Ja COCTOUT M3 MATH 0a30BBIX Moeiei

(cBeptounoii HeiponHoil cetu EfficientNet

U 4YeTblpeX KIacCU(UKATOPOB Ha pa3HO-
pOIHBIX HaOOpax MPU3HAKOB: T€OMETPH-
YECKUX, TEKCTYpPHBIX, CTATUCTUYECKUX W
OCHOBaHHBIX Ha JIMIIEBBIX OPUEHTHPAX) U
Mera-mogenu CatBoost, arperupyromieit
WX TIpelcKa3aHus. DKCIEPUMEHTHI, TPOBE-
JICHHBIE C KCIIOJH30BAHUEM CTPOTOH Me-
TOMOJIOTHHM  pa3leleHus] JaHHBIX IS
MpPEeIOTBpAIlIEHUsT TIepeoOydeHus, yOeau-
TEJIHHO MPOJAEMOHCTPUPOBAIIN MPEUMYIIIE-
CTBO MPEITIOKEHHOTO METO/IA.

KitoueBbIM pe3yibTaToM HCCIIeI0Ba-
HUS SBIIETCS JOCTHKEHHE MUTOTOBOM TOY-
Hoctu 0.921 u Fl-meprr 0.914, uro cyuie-
CTBEHHO TPEBOCXOIHT MMOKa3aTeNn JH000H
W3 MOJIeTIeH, NCITOJIb30BAaHHBIX 110 OTICIb-
HOCTH. BBUIO yCTaHOBJIEHO, YTO MpeIo-
KEHHBIA METOJ HE TOJIKO TOBBIIIAET 00-
IIyI0 TOYHOCTh, HO W 3HAYUTEIHHO YBEJIH-
YUBAET HAJCKHOCTh CUCTEMBI, IPPEKTUBHO
KOMITEHCHPYS CJ1a00CTH OTIENBbHBIX Kiac-
cuukaTopoB. OTO TMOATBEPKAAET OCHOB-
HYIO THIIOTE3Y PadOThI O TOM, YTO CHHEPTHSI
MEXIYy CIOCOOHOCTBIO HEHpPOCETH W3BIIE-
KaTh CIJIOKHBIC TATTEPHBI M3 THKCEJEH |
CIOCOOHOCTBIO  MPU3HAKOBBIX  MOJeNel
aHAIM3UPOBATh crenupuiIecKkue apredak-
THl (TaKMe KaK T€OMETPUUYECKHE HMCKaxe-
HUS) BEJACT K CO3JaHUI0 00JIee MOIIHOTO H
YCTOWUYHBOTO JETEKTOPA.

Takum oOpa3oMm, JaHHOE HCCIlEIOBa-
HUE BHOCHUT BKJIQJ B 00JIaCTh HH(pOpMAITHU-
OHHOM 0€30MacHOCTH, Mpeaarasi Bajuan-
POBaHHYIO U 3(PPEKTUBHYIO APXUTEKTYPY
JUI TIPOTUBOACUCTBHS PACIPOCTPAHECHUIO
CUHTETHYECKOTO KOHTEHTA.

B xadectBe HampaBieHUW IS Oymy-

me paboThl IUIAaHUpPYETCS JalbHeiliee
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pacmpeHue Habopa JaHHBIX 3a CUET HC- TENIbHO, TEPCIICKTUBHBIM BHUIIUTCS aHAIN3
MOJTB30BaHuUs OoJiee Pa3sHOOOpa3HBIX TeHe- Pa3NIMYHBIX MeETa-KIIacCU(PHUKATOPOB U JIO-
paropoB HII(EHKOB, a TaKKEe HCCIICI0Ba- OaBJIcHHE HOBBIX TPYI TPHU3HAKOB IS
HHUE JIPYTHX apXUTEKTyp NIyOOKoro oOyde- JAJIGHENIIIErO IIOBBIIIEHHS] TOYHOCTH H
HUS B KadecTBe 0a30BoM MojenH. [{onoaHu- 000011aro1Iel CITOCOOHOCTA METO/IA.
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