
Титенко Е.А., Сизов А.С., Титенко М.А.            Математические модели и схемы конвейерной обработки ... 

Известия Юго-Западного государственного университета / Proceedings of the Southwest State University. 2025; 29(3): 137-156 

137
 

Оригинальная статья / Original article 

УДК 004.031: 681.3 
https://doi.org/10.21869/2223-1560-2025-29-3-137-156     

 
 

Математические модели и схемы конвейерной обработки 
унитарных кодов в однородных вычислительных системах 

Е.А. Титенко 1 , А. С. Сизов 1, М. А. Титенко 1 

1 Юго-Западный государственный университет 
ул. 50 лет Октября, д. 94, г. Курск 305040, Российская Федерация 

 e-mail: johntit@mail.ru 

Резюме 

Целью исследования является создание моделей и конвейерных схем для высоко-производительной 
обработки унитарных кодов в однородных вычислительных системах.  
Методы исследования основаны на теории проектирования однородных вычислительных систем, 
методах синтеза итеративных сетей и систем искусственного интеллекта. Унитарные коды являются 
сигнально-информационной базой для анализа и планирования параллельных процессов в однородных 
вычислительных системах. Известные одномерные и двумерные итеративные сети являются основой 
для создания однородных конвейерных схем и рекуррентных вычислений в них. Тем не менее итеративные 
сети, состоящие из однородных вычислительных ячеек с регулярными связями, по умолчанию реализуют 
единственный вычислительный процесс и, как правило, одну поисково-вычислительную функцию Для 
повышения удельной производительности работы конвейерных схем развиты принципы мульти функцио-
нальности и мульти конвейеризации, позволяющие реализовывать на каждом такте работы конвейера 
работу нескольких ячеек, реализующих более одной операции. 
Результаты. Созданы практически значимые конвейерные схемы с организацией нескольких локальных 
вычислительных процессов, имеющих собственные стартовые точки, что необходимо для эффективной 
работы однородных вычислительных систем – реконфигурируемые вычислительные структуры, машины 
баз данных и знаний, ассоциативные процессоры и др. Сравнительные оценки конвейерных схем прове-
дены для общезначимых операций обработки унитарных кодов: арбитраж, формирование правой, левой серии 
логических «1». Показано, что применение принципов мультифункциональности и мультиконвейеризации 
обеспечивает пропорциональное уменьшение времени, приходящегося на одну операцию. 
Заключение. Синтез параллельно-конвейерных схем обработки унитарных кодов на базе итеративных 
сетей основан на объединении и развитии принципов тактирования ячеек, мультифункциональности 
ячеек, мультиконвейеризации, что позволяет вести эффективную обработку потоков унитарных кодов, 
имеющих дуальную трактовку элементов (цифра/символ). 
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Abstract 

Purpose.of the work is to create models and pipeline schemes for high-performance processing of unitary codes in 
homogeneous computing systems. 
The research methods are based on the theory of designing homogeneous computing systems, methods of synthesis 
of iterative networks and artificial intelligence systems. Unitary codes are a signal-information base for analyzing and 
planning parallel processes in homogeneous computing systems. Known one-dimensional and two-dimensional 
iterative networks are the basis for creating homogeneous pipeline schemes and recurrent computations in them. 
Methods. Nevertheless, iterative networks consisting of homogeneous computing cells with regular connections, by default 
implement a single computing process and, as a rule, one search and computing function. To increase the specific 
performance of pipeline schemes, the principles of multi-functionality and multi-pipelining have been developed, allowing 
the implementation of several cells implementing more than one operation at each cycle of the pipeline. 
Results. Practically significant pipeline schemes with the organization of several local computing processes with their 
own starting points have been created, which is necessary for the efficient operation of homogeneous computing 
systems - reconfigurable computing structures, database and knowledge machines, associative processors, etc. 
Comparative assessments of pipeline schemes have been carried out for generally significant operations of 
processing unitary codes: arbitration, formation of the right, left series of logical "1". It is shown that the application of 
the principles of multi-functionality and multi-pipelining provides a proportional decrease in the time per operation. 
Conclusion. The synthesis of parallel-pipeline schemes for processing unitary codes based on iterative networks is 
based on the unification and development of the principles of cell clocking, multi-functionality of cells, multi-pipelining, 
which allows for efficient processing of unitary code flows with dual interpretation of elements (digit/symbol). 
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*** 

Введение 

Однородные вычислительные систе-
мы (ОВС) [1, 2] представляют класс высо-
копроизводительных ВС, которые при-

меняются для параллельно-конвейерной 
обработки данных, имеющих преимуще-
ственно однородный состав (массивы, 
матрицы, вектора, списковые наборы, 
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строки и др.) [3]. В составе ОВС (рекон-
фигурируемые ВС на базе ПЛИС [4, 5] 
мультипроцессоры, ассоциативные про-
цессоры [6], машины баз данных, и др.) 
выделяются подсистема анализа и пла-
нирования вычислений, а также опера-
ционная подсистема, представляющая 
программируемую вычислительную сеть 
функциональных блоков (узлов, ячеек) 
для выполнения операций над поступа-
ющими потоками однородных данных. 
Согласование работы двух подсистем 
ОВС связано с получением и обработ-
кой унитарных кодов с помощью фор-
мул рекуррентного вида, каждый вы-
ходной бит которых описывает состоя-
ние или результат работы отдельного 
функционального блока (ФБ).  

Область применения ОВС – реше-
ние информационных и логических по-
исково-переборных, вычислительно тру-
доемких задач, в которых выполняется 
ограниченный набор операций арифме-
тического, логического, символьного ха-
рактера над потоками данных однород-
ного состава [7]. Задачи кодирования и 
преобразования кодовых последователь-
ностей, задачи поиска химических и 
белковых сигнатур, генетического мо-
делирования, анализа активности соци-
альных сетей, потоковой обработки и 
распознавания изображений, on-line ма-
шинного перевода, математической 
лингвистики, комбинаторики слов [8], 
обработки запросов в машинах баз дан-
ных и баз знаний [9] и др. представляют 
такой класс задач. В них вычислитель-
ный процесс целесообразно задавать так, 

чтобы каждый текущий шаг вычислений 
учитывал свою ближайшую предысто-
рию. Подобные вычисления свойственны 
модели управления потоком данных [3]. 
Ее главная особенность заключается в 
теоретически неограниченном коэффи-
циенте ветвления вычислительных под-
процессов, особенно при обработке од-
нородных по составу наборов данных. 
Используется так называемая «жадная 
модель параллельных вычислений» – 
вычисления по мере готовности операн-
дов [3]. В соответствии с этой моделью 
общий вычислительный процесс пред-
ставляет собой циклически взаимодей-
ствующую пару специальных процессов:  

 

«подготовка исходных данных (опе-

рандов)»  

«параллельная работа функциональ-

ных блоков». 
 

Унитарные коды (УК) являются ин-
формационной базой между двумя ти-
пами подсистем, обеспечивая подсисте-
му анализа и планирования необходи-
мой информации о количестве и рас-
пределении результатов работы ФБ. Не-
смотря на огромный прогресс пост-фон-
неймановских архитектурных, структур-
ных и схемотехнических решений [2, 10] 
для высокопроизводительных ВС обра-
ботка УК остается недооцененной об-
ластью, прежде всего на мезо- и микро-
уровнях синтеза математических моде-
лей и проектирования конвейерных вы-
числительных схем. 

Исходя из этого представляется вос-
требованной задача синтеза формул ре-
куррентного вида для обработки УК на 
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основе параллельно-конвейерного подхо-
да и разработка однородных конвейер-
ных схем для УК. 

Постановка задачи 

При организации параллельных вы-
числений в ОВС унитарные коды играют 
информационно-сигнальную роль о ко-
личестве выполняемых вычислительных 
процессов (операций), пространственном 
расположении операндов в обрабатывае-
мых информационных структурах. От 
скорости анализа/преобразования УК за-
висит работа ОВС, в целом.  

Формулы рекуррентного вида явля-
ются математической формой описания 
преобразований над УК как битовыми 
строками. Соответственно, такие форму-
лы служат основой для схем распаралле-
ливания вычислений над УК в наиболее 
общем виде их представления [11, 12].  

Как известно, в работе конвейера 
выделятся этапы загрузки и потактовой 
работы. При полной загрузке и подаче 
входных данных в виде подготовленно-
го потока время работы конвейера бу-
дет определяться задержкой ступени с 
тактированием передачи данных между 
ступенями конвейера. Дальнейшее повы-
шение производительности конвейера оп-
ределяется увеличением количества вы-
полняемых операций и числом одновре-
менно работающих ступеней в единицу 
времени, т.е. повышением удельной про-
изводительности. 

Общесистемные требования эффек-
тивной обработки УК определяют зави-
симость удельной производительности 

P обработки унитарных кодов от сле-
дующих показателей: 

– длины кода (length); 
– направления обработки бит (direct); 
– количества выполняемых функ-

ций (functions); 
– количество стартовых точек 

(start_p). 
Соответственно целесообразны та-

кие вычислительные схемы УК, для ко-
торых  

( , , , _ ) maxP length direct functions start p  . (1) 

Материалы и методы 

Унитарные n-разрядные коды [13, 
14] представляют собой особую струк-
туру данных, одновременно имеющую 
свойства числовой и символьной инфор-
мации. С одной стороны, УК хранит чис-
ловой код, в котором количество логиче-
ских «1» в произвольных позициях явля-
ется эквивалентом числа. Важнейшая 
особенность УК – вариативность пред-
ставления чисел и позиционная независи-
мость элементов кода между собой, что 
открывает пути для распараллеливания 
вычислений. С другой стороны, УК – это 
битовая строка, отражающая своими ло-
гическими «1» структурно-лингвистиче-
ские свойства или задающая отношения 
между отдельными подстроками. Прежде 
всего речь идет о расположении инфор-
мационно-значимых групп бит (маркер-
ных групп), описывающих свойства и от-
ношения вхождения, пересечения, допол-
нения подстрок, предшествования или 
следования целевых подстрок в составе 
УК. Эти свойства крайне важны при об-
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работке символьной информации, анали-
зе информации в составе экспертных си-
стем, систем поддержки принятия реше-
ний, в естественно-языковых системах, 
системах машинного перевода [9], а так-
же аппаратно-программных комплексах 
помехоустойчивого кодирования инфор-
мации, систем киберзащиты информации 
и др. [15]. 

Важнейшими операциями над УК как 
строками являются операции (табл. 1).  

Трактовка бит в составе УК как цифр 
или как символов позволяет расширить 
возможности их параллельной обработ-
ки. Данный дуализм в трактовке структур 
данных (число, строка) обеспечивает вы-
полнение числовых операций, например 
сравнение чисел или инкремент, на основе 

символьных вычислений, и наоборот – 
выполнение традиционных символьных 
операций, например арбитраж или сор-
тировка, на основе операций цифровой 
обработки. В отличие от позиционного 
представления чисел строка отличается 
свойствами инвариантности обработки 
по направлению (слева или справа), 
естественной иерархической обработки 
по фрагментам строки, открытости к 
заданию нескольких стартовых точек при 
обработке строки и др. Эти свойства до-
статочно полно используются в моделях 
синтаксического разбора строк, в маши-
нах вывода экспертных систем, операци-
ях сортировки, селекции, выборки эле-
ментов и др., но непосредственно в об-
работке УК ограничены. 

Таблица 1. Строковые операции над УК 

Table 1. String operations on the UC 

Строковая операция над УК / String operation on the CC 
Исходный УК 

/ Source CC 
Результат / Result 

Поиск первой (слева) логической «1»  0010 1010 0010 0000 
Поиск последней (справа) логической «1»  0010 1010 0000 0010 
Правое дополнение серии логических «1» 0010 1010 0011 1111 
Левое дополнение серии логических «1» 0010 1010 1111 1110 
Формирование наидлиннейшей серии логических «1» 0010 1010 0011 1110 
Поиск левой наикратчайшей серии логических «1» 0010 1010 0011 1000 
Поиск правой наикратчайшей серии логических «1» 0010 1010 0000 1110 
Нормализация кода (левая) 0010 1010 1110 0000 
Нормализация кода (правая) 0010 1010 0000 0111 

 
Тем не менее, конвейеризация стро-

ковых операций над битами УК имеет 
особенности в части организации и взаи-
модействия множества локальных вычис-
лительных процессов, что обусловливает 

разработку соответствующих математи-
ческих моделей (рекуррентных формул) и 
согласованных с ними конвейерных схем. 

В общем случае, вычислительный 
конвейер состоит из конечной последо-
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вательности ФБ (ступеней конвейера) 
без циклов и соединяющих их каналов 
передачи данных [16]. Количество ФБ 
задают глубину конвейера. Каждый ФБ 
имеет один канал для приема данных и 
один канал для выдачи данных в сосед-
нюю ступень вычислительного конвей-
ера. Входной и выходной ФБ принима-
ют и выдают во внешнюю среду исход-
ные данные и результат соответственно. 

Общая сумма времени выполнения 
операций по всем ступеням называется 
временем TDELAY задержки (загрузки) 
вычислительного конвейера. Эта вели-
чина определяется как  

1
_

i k
DELAY ii

T t block



 ,        (2) 

где t_blocki – время задержки i-й ступе-
ни; k – количество ступеней конвейера. 

Каждая ступень вычислительного 
конвейера выполняет: чтение данных из 
своего входного канала (rd), заданную 
операцию, запись результата в выходной 
канал (wr) для следующей ступени. 
Время срабатывания i-й ступени конвей-
ера определяется исходя из потоковой 
модели поступления данных в конвейер, 
т.е. при непрерывной подаче порций 
данных процессы чтения и записи в пре-
делах ступени конвейера реализуются па-
раллельно. Тогда время срабатывания i-
й ступени выглядит как 

__ max( , )i fb i Rd wrt block     ,         (3) 

где fb_i – время выполнения операции 
функциональным блоком на i-й ступени 
конвейера. 

Темп выдачи результатов вычисли-
тельным конвейером определяется мак-

симальной задержкой срабатывания сту-
пени конвейера. При этом если ступени 
вычислительного конвейера имеют раз-
личную задержку, тогда для обеспечения 
потоковой обработки данных необходи-
мо в ступени с меньшей задержкой до-
полнительно вводить буферные элемен-
ты памяти для задания единого темпа ра-
боты конвейера. 

В зависимости от состава ФБ и си-
стемы синхронизации вычисленные кон-
вейеры делятся на однородные/неодно-
родные, синхронные/асинхронные соот-
ветственно [17]. 

Далее для обработки УК будут рас-
сматриваться однородные синхронные 
вычислительные конвейеры, т.е. кон-
вейеры, имеющие единую систему син-
хронизации для передачи промежуточ-
ных результатов между ступенями кон-
вейера по тактовому сигналу и одно-
типный состав вычислительных ячеек. 

Как известно [18], конвейерные вы-
числительные схемы преобразования УК 
относятся к классу однородных комби-
национных схем – итеративных сетей 
[19], позволяющих каждому элементу об-
рабатываемого кода сопоставить вычис-
лительную ячейку. Итеративная сеть рас-
сматривается как однородная система вы-
числительных ячеек с регулярными связя-
ми близкодействия для передачи инфор-
мационно-управляющих сигналов между 
ними. Сущность работы итеративной се-
ти заключается в организации рекур-
рентных вычислений по ячейкам сети, 
начиная со стартовой ячейки с началь-
ным значением (стартовой точкой) с 
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помощью связующей функции. Эта свя-
зующая функция необходима для пере-
дачи промежуточных значений между 
ячейками сети. Итеративная сеть реали-
зует рекуррентные вычисления в соот-
ветствии с заданным направлением пе-
редачи значений связующей функции. 
Таким образом, итеративная сеть полу-
чает исходный УК в параллельном ви-
де, а вычисления ведутся последова-
тельно: от ячейки к ячейке с вычисле-
нием значений связующей функции 
вплоть до последней (граничной) ячей-
ки итерационной сети.  

На рис. 1 показана двумерная одно-
направленная итерационная сеть для 
обработки входных кодов 12 111 nX x x ...x   

 

и 12 111 nY y y ...y  в выходные коды 

1 12 111 nW w w ...w  и 2 22 221 nW w w ...w . Каж-

дая вычислительная ячейка Zij реализует 
рекуррентные функции преобразования 
входных бит в выходные биты с ис-
пользованием связующего бита vi-1j-1 

1 1 1 1

1 2 1 1

3 1 1

i j ij ji i j

i j ji ij i j

ij ij ji i j

x ( x ,y ,v )
y ( x ,y ,v )
v ( x ,y ,v )






  

  

 


 
  .

        (4) 

Начиная со стартового значения v00, 
вычислительный процесс в итеративной 
сети последовательно реализуется в двух 
направлениях по ячейкам сети. Выходные 
коды 1 11 12 1nW w w ...w  и 2 21 22 2nW w w ...w  

рекуррентно формируются за n шагов 
на граничных ячейках двумерной сети. 

11Z 12Z n1Z...13Z1y

21Z 22Z n2Z...23Z

11-nZ 12-nZ n1-nZ...13-nZ

1nZ 2nZ nnZ...3nZ

11w 12w 13w n1w

1x 2x 3x nx
00v

1-ny

2y

ny

21w

1-n2w

22w

n2w

...

 
Рис. 1. Двумерная однонаправленная итерационная сеть 

Fig. 1. Two-dimensional directional iterative network 
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Значимым прикладным примером 

применения двумерных итеративных се-
тей в вычислительных системах являют-
ся ассоциативные процессоры (АП), ос-
нову которых составляет однородный на-
копитель. Однородная матрица ячеек с 
регулярными связями в составе однород-
ного накопителя АП используется для 
реализации базовых операций: поиск на 
совпадение/несов-падение, поиск макси-
мального, минимального значений, всех 
больших или меньших значений, поиск 
ближайших значений и др. 

На рис. 2 [20] показана структурная 
модель АП, реализующего одну из ба-
зовых операций, где Яij –ячейка дву-
мерной матрицы для хранения бита 
данных Qij и выполнения операции над 
ним с учетом j-го бита контекста Aj; M1j – 
j-ый бит маски разрядных срезов; M2j – 
i-ый бит маски строк однородного на-

копителя, РгОтв – регистр результатов 
(УК, АРБ – арбитр); Dвх, Dвых – входы и 
выходы для подачи данных. 

Ниже представлены базовые рекур-
рентные формулы на ij-ом шаге вычис-
лений: 

– поиск на совпадение:

)1(&1 ijjjijij QAMFF  


 ; 

– поиск на несовпадение 

)(11 ijjjijij QAMFF  


 ; 

– поиск максимальных значений 

)1(&max
1

max
ijjjjijij QSMFF   ; 

– поиск минимальных значений 

)1(&min
1

min
ijjjijij QSMFF   ; 

– поиск больших/меньших 

1

1 1

1 1 1
2 2 1 1

ij ij j j ij

ij ij ij j j ij

F F &( M A Q )
F F F ( M A Q )



 

   
   .

 

 

Я11 Я12 Я1n

Я21 Я22 Я2n

Яm1 Яm2 Яmn

АРБ

Р2М2

Р2М1

Р2Атр

Dвх
Dвых

P2Отв

.....................................

...

...

...

 
Рис. 2. Структурная модель АП с однородным накопителем 

Fig. 2. Structural model of CAM  
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Данные операции выполняются па-
раллельно по разрядным срезам однород-
ного накопителя при условии размещения 
всех операндов в соответствующих пере-
менных. Отличительная особенность ре-
куррентных формул для операций АП – 
задание единственной стартовой точки 
по границе однородного накопителя, как 
правило – по левой границе накопителя. 
Данный порядок распространения поис-
ковых значений в АП наследован от 
принципа позиционных зависимости раз-
ряда числа от его позиции в числе. Стро-
ковая интерпретация данных в однород-
ном накопителе позволяет реализовы- 
 
 

вать поиск как от левой, так и от правой 
границ накопителя, но эта возможность 
не реализована в АП. 

Для обработки УК наибольшее рас-
пространение получили одномерные ите-
ративные сети с одним направлением пе-
редачи связей между ячейками, и как 
правило, с единственной стартовой точ-
кой. На рис. 3 показан общий вид одно-
мерной итеративной сети, перерабаты-
вающей входной код 21 nX x x ...x  в вы-

ходной код 21 nY y y ...y  с заданным 

направлением связи ячеек слева напра-
во с помощью связующей функции  

2 11 n nV v v ...v v  . 

1Z 2Z nZ...3Z

1x 2x 3x nx

1y 2y 3y ny

1v 2v 3v nv 1+nv

 
Рис. 3. Одномерная однонаправленная итерационная сеть 

Fig. 3. One-dimensional directional iterative network 

Здесь каждая вычислительная ячей-
ка рекуррентно реализует связующую и 
выходную функции в соответствии с 
заданным направлением (i=1…n) 

1 1

2

 
 

i i i

i i i

v ( x ,v )
y ( x ,v )


 .

         (5) 

Время работы итеративной сети ли-
нейно зависит от длины кода n и состав-
ляет CELLT nt , где CELLt – задержка од-

ной ячейки. Динамика получения выход-
ных бит в выходном коде 21 nY y y ...y  

описывается дискретными моментами 
времени CELLt , 2 CELLt ,…n CELLt . Следова-

тельно, общее время работы итеративной 
сети определяется моментом времени 
срабатывания граничной ячейки Zn. 

Ярким примером одномерной итера-
тивной сети с одним направлением рас-
пространения вычислительного процесса 
является параллельный сумматор с после-
довательными переносами, который за n 
шагов вычисляет сумму двух n-разрядных 
операндов (входных кодов) [21].  
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Ниже для n-разрядного сумматора 

представлены рекуррентные формулы вы-
числения бита суммы si и бита переноса pi  
в зависимости от входных бит исходных 
операндов ai, bi  и входного переноса pi-1 

1

1

i i i i

i i i i i i

s a b p
p p ( a b ) a b





  
    .

        (6) 

Другими известными примерами ите-
ративных сетей являются схемы арбит-
ров, поисковые или кодирующие схемы 
[22], трактующие входной код как стро-
ку с их последовательным поэлемент-
ным преобразованием.  

Тем не менее, последовательный ха-
рактер связей между вычислительными 
ячейками, определённый рекуррентным 
видом преобразующих функций вида 

(1), (2), определяет линейную зависи-
мость времени T вычислений от длины 
n входного УК. Главная причина – един-
ственный вычисленный процесс, начи-
нающийся со стартовой точки и охваты-
вающий все вычислительные ячейки ите-
рационной сети. 

Для повышения производительно-
сти итерацитивные сети организуются 
как двунаправленные, используя с двух 
сторон связующие коды 12 11 11 nV v v ...v

22 22 21 nV v v ...v  и задавая в них две само-

стоятельные стартовые точки (v11, v2n) 
для двух встречных вычислительных 
процессов (рис. 4), при условии локали-
зации вычислительной операции над 
УК по частям. 

1Z 2Z nZ...Zi

1x 2x ix nx

1y 2y iy ny

11v 12v 13v

...

1-n2vi2v n2v

 
Рис. 4. Одномерная двунаправленная итерационная сеть 

Fig. 4. One-dimensional bidirectional iterative network 

При такой организации итеративной 
сети итоговый выходной код 21 nY y y ...y  

по всем разрядам будет формироваться с 
двух направлений за время, равное поло-
вине длины n УК, т.е. за 2 CELLT ( n / )t . 

В зависимости от свойства четности/не-
четности длины n УК последней будет 
вычисляться или центральная ячейка 
итеративной сети Zi или вычисления за-
вершатся одновременно по граничным 
ячейкам двух подстрок длиной n/2.. 

Для АП с операцией «поиск на сов-
падение» вычисления двумя встреч-
ными процессами описываются следу-
ющей системой рекуррентных формул: 

1 1 1 1 1 1

2 2 1 2 2 2

2 2 1

1 1 1 1 1 2

2 2 1 2 2 1
1 2

iq iq q q iq

iq iq q q iq

i i(n/ ) i(n/ )

F F (M A Q ),q ...n/ .

F F (M A Q ),q n...(n/ )
F F &F .

 


 


  


    
     



 (7) 

При симметрии вычислительных про-
цессов (большинство строковых операций 
над УК) связующие коды V1, V2 будут 
иметь совпадающую обратно симметрич-
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ную структуру. Также будут равны 
стартовые значения с обеих граничных 
ячеек итерационной сети - Z1  и Zn. То-
гда выражение (2) для раздельных ин-
дексных переменных q1=(1…n/2) и 
q2=(n…n/2+1) уточняется как 

1 1 1 1 1 1 1

1 2 1 1 1

2 2 1 2 2 2 1

2 2 2 2 2

q q q

q q q

q q q

q q q

v ( x ,v )
y ( x ,v )

v ( x ,v )
y ( x ,v )























 .

       (8) 

Для двунаправленной итеративной 
сети 2 текущие ячейки Zq1, Zq2, (q1=1…n/2, 
q2=n …n/2+1) формируют 2 бита vq1+1, vq2-1 

связующих кодов для работы двух сле-
дующих вычислительных ячеек Zq1+1, 
Zq2-1, также вычисляются два выходных 
бита в составе 21 nY y y ...y . 

Вместе с тем организация двух встреч-
ных вычислительных процессов с соб- 
 
 

ственными стартовыми точками не вле-
чет повышение удельной производитель-
ности итеративной сети, так как каждая 
ячейка выполняет лишь одно преобра-
зование. Более перспективным является 
мультифункциональный подход к обра-
ботке УК, т.е. одновременного выпол-
нения итеративной сетью не менее 2-х 
функций. 

На рис. 5 показана организация муль-
тифункциональной итеративной сети с 
двумя встречными вычислительными про-
цессами, при этом время формирования 
двух выходных кодов 12 11 11 nY y y ...y

22 22 21 nY y y ...y  составит 2 CELLT (n / )t  

за счет того, что в каждый момент време-
ни в ячейках сети будут реализовываться 
не менее 2-х рекуррентных формул обра-
ботки бит входного УК – 21 nX x x ...x . 

1Z 2Z nZ...Zi

1x 2x ix nx

11y 21y i1y n2y

11v 21v 31v n1v 1+n1v

...

22v1+n2v n2v 1-n2v i2v

1+i1v

12v

i2y22y12y n1y  
Рис. 5. Двунаправленная итеративная сеть 

Fig. 5. Bidirectional iterative network 

Следующий путь повышения произ-
водительности – организация параллель-
но-конвейерных вычислений путем спе-
циальной подготовки потока входных 
кодов для совмещения во времени обра-
ботки элементов УК из разных наборов. 

Тактирование работы ячеек итера-
ционной сети позволит выдавать теку-
щие результаты на каждом такте рабо-
ты конвейера, что приводит к исключе-
нию потерь времени на ожидание сле-
дующего элемента УК в потоке. 
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В зависимости от задачи обработки 

УК на рис. 6 показаны схемы подготовки 
наборов УК для мультифункциональной 

обработки, начиная вычислительные про-
цессы с граничных ячеек итерационной 
или от центральной ячейки сети. 
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Рис. 6. Подготовка данных и мультифункциональная обработка УК 

Fig. 6. Data preparation and multifunctional processing of the UC 

При мультифункциональной орга-
низации конвейерных схем (рис. 6) со-
кращается время загрузки конвейера, в 
дальнейшем осуществляется совмеще-
ние и обработка элементов различных 
УК с выдачей на каждом такте не менее 
двух выходных бит. 

Повышение удельной производитель-
ности конвейерного выполнения одной 
операции на итеративной сети достигает-
ся за счет предварительного вычисления 
стартовых точек и организации множе-
ства вычислительных процессов (встреч-
ных или сонаправленных) по длине n УК.  

Такое распараллеливание вычисле-
ний основано на дуальной трактовке УК 
как строки при выполнении набора опе-
раций (см. табл. 1).  

Мультиконвейерная обработка сво-
дится к формированию локальных кон-
вейеров, работающих одновременно по 
длине обрабатываемых унитарных кодов 
и имеющих для этого собственные стар-
товые точки. Эта возможность достигает-
ся за счет получения дополнительной ин-
формации системного характера о состоя-
нии УК, позволяющей назначать старто-
вые точки исходя из свойств отдельных 
фрагментов УК (префикс, тело, суффикс).  

Для мультиконвейерной обработки 
над фрагментами УК выполняются мно-
говходовые операции ИЛИ, И, ИЛИ-
НЕ, И-НЕ для выявления информаци-
онно-значимых ситуаций для поиска 
логических «1» или «0», сброса логиче-
ских «1» по длине кода, выявления ко-
довых сигнатур 11..1, 00..0 и др. 
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Каждый локальный конвейер в со-
ставе мультиконвейера будет иметь 
собственную стартовую точку, что поз-
волит всем локальным конвейерам в со-

ставе итерационной сети вести парал-
лельную работу. 

На рис. 7 показаны схемы органи-
зации локальных конвейеров в составе 
итерационной сети. 
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Рис. 7. Организация мультиконвейерной обработки 

Fig. 7. Organization of multi-pipeline processing 

Таким образом, сокращение времени 
работы конвейерных схем для обработки 
УК достигается на основе следующих 
принципов: тактирование, мультифунк-
циональность ячеек конвейера, мульти-
конвейеризация, т.е. декомпозиция еди-
ного конвейера на множество локальных 
конвейеров с собственными стартовыми 
точками. Данные принципы позволяют 
использовать имеющуюся теоретическую 
базу обработки УК в виде рекуррент-
ных формул с учетом введения раз-
дельного контроля границ для индекс-
ных переменных по выполняемым опе-
рациям и назначения стартовых точек 
для локальных конвейеров, работаю-
щих одновременно в составе итератив-
ной сети. 

Результаты и их обсуждение 

С практической точки зрения наибо-
лее востребованными в аппаратных спо-
собах, схемах и устройствах являются 
следующие операции над УК: 

– поиск первой (слева) логической 
«1», операция Y1; 

– формирование правой серии ло-
гических «1», операция Y2; 

– поиск последней (справа) логиче-
ской «1», операция Y3; 

– формирование левой серии логи-
ческих «1», операция Y4. 

Используя принципы мультифунк-
циональности, мультиконвейеризации, 
рассматривается схема конвейера для 
выполнения операций Y1-Y4 в рамках 
одной итерационной сети (рис. 8). 



Информатика, вычислительная техника и управление / Computer science, computer engineering and control 

Известия Юго-Западного государственного университета / Proceedings of the Southwest State University. 2025; 29(3): 137-156 

150

... Zn/2+1Zn/2Z1 ... Z n

n4yn1y ...14y11y ... 2/n1y ...
2/n4y 1+2/n1y 4+2/n1y

1x 2/nx nx2+1/nx
01v

02v

2/n1v
2/n2v

1+n4v
1+n3v2+1/n4v

2+1/n3v
 

Рис. 8. Конвейерная схема для реализации операций Y1-Y4 

Fig. 8. Conveyor scheme for implementing operations Y1-Y4 

На рис. 9 показана i-я ячейка итера-
тивной сети для вычисления двух бит y1i, 
y2i операций поиска первой (левой) логи-
ческой «1» и формирования правой серии 
логических «1». Направление обхода яче-
ек сети для операций Y1, Y2 – от левой 
границы к правой границе сети. 

x i

y1i

Z i
v1i-1

v2i-1

v1i

v2i

y2i  
Рис. 9. Ячейка итеративной сети для 

операций Y1, Y2 

Fig. 9. Iterative network cell for operations 
Y1, Y2 

Стартовые точки v10,v20 связующих 
функций имеют по умолчанию значения 
 

 v10=0 и v20=0. Они кодируют начальные 
состояния поиска первой (левой) логиче-
ской «1» и формирования (генерации) 
серии логических «1» от найденной ло-
гической «1» соответственно.  

Стартовые точки v1n/2,v2n/2 связую-
щих функций получают начальные зна-
чения на основе многовходового эле-
мента ИЛИ от элементов левой полови-
ны УК. Действительно, если левая по-
ловина УК уже содержит хотя бы одну 
логическую «1», то второй локальный 
конвейер должен вести сброс всех ло-
гических «1» во второй половине УК 
(для операции Y1) и генерацию логиче-
ских «1» во всех позициях элементов 
второй половины (для операции Y2). В 
таблице 2 приведены таблицы истинно-
сти для i-го бита операций Y1, Y2. 

Таблица 2. Таблица истинности работы ячейки на операциях Y1, Y2 

Table 2. Table of cell operation on operations Y1, Y2 

v1i-1 xi y1i v1i  v2i-1 xi y2i v2i 
0 0 0 0  0 0 0 0 
0 1 1 1  0 1 1 1 
1 0 0 1  1 0 1 1 
1 1 0 1  1 1 1 1 
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Аналогичным образом создается ячей-
ка и таблицы истинности для вычисле-
ния i-ых выходных бит операций Y3, Y4 
с применением связующих бит v3i, v4i 
для них. Направление обхода ячеек сети 

для операций Y3, Y4 – от левой границы 
к правой границе сети (табл. 3).  

Рекуррентные формулы для реали-
зации данных операций на мультикон-
вейере имеют вид 
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Таблица 3. Таблица истинности работы ячейки на операциях Y3, Y4 

Table 3. Table of cell operation on operations Y3, Y4 

v3i xi y3i v3i-1  v4i xi y4i v4i-1 
0 0 0 0  0 0 0 0 
0 1 1 1  0 1 1 1 
1 0 0 1  1 0 1 1 
1 1 0 1  1 1 1 1 

 

Оценка временной задержки ступени 
tlevel конвейера содержит время срабаты-
вания ячейки tlcell сети и время тактирова-
ния (задержка, например, D-триггера), 
необходимое для сохранения и передачи 
промежуточных данных между ступеня-
ми. Также учитывается время подготовки 

данных для подачи на ячейки конвейера. 
С учетом выражений (9)-(12) tlevel=4, где 
 – время логического вентиля. Тогда 
эффект от мультифункциональности и 
мультиконвейеризации оценивается вре-
менем, приходящимся на одну операцию. 
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На рис. 10 показаны времена (в усл. 

единицах) на одну операцию для моно- 
и мультиконвейеров, где параметры 

конвейера: m1 – количество функций; 
m2 – количество локальных конвейеров. 

 
Рис. 10. Время, приходящееся на одну операцию в моно- и мультиконвейерах 

Fig. 10. Time per operation in mono- and multi-pipelines 

Данные графики показывают повы-
шение удельной производительности 
конвейерных схем на базе двунаправ-
ленной итеративной сети за счет парал-
лельного вычисления нескольких функ-
ций в составе ячеек сети и специально 
организованных локальных конвейерах. 

Выводы 

Эффективная работа современных од-
нородных ВС поддерживается параллель-
но-конвейерной обработкой унитарных 
кодов. 

Унитарные коды широко использу-
ются во многих проблемно-поисковых и 
информационно-аналитических, задачах 
обработки изображений, когнитивных за-
дачах и процессах при планировании па-

раллельных вычислений [23]. Для их эф-
фективной обработки целесообразно ис-
пользовать многофункциональные кон-
вейеры с параллельной работой локаль-
ных конвейеров, имеющих собственные 
стартовые точки. Объединение принци-
пов тактирования ячеек, выбора на-
правления обработки унитарных кодов, 
мультифункциональности ячеек, муль-
тиконвейеризации позволяет повысить 
удельную производительность конвейе-
ра при соответствующем увеличении 
аппаратных затрат на специальную под-
готовку и подачу элементов кодов из 
входных потоков. Оценка времени, при-
ходящегося на одну выполняемую опе-
рацию, показала не менее 4-кратного 
временного выигрыша. 
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