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Noaxoa k camoobyyeHUto aBToaccounaTMBHON Moaenu
HEeMpPOHHOW CeTn BbICOKOro nopsaka
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Pesiome

Lenb uccnedosaHusi. Pazpabomka MakcumaribHO 3¢hghbeKmuBHO20, 8 KOHIMEKCME COBPEMEHHBIX MEXHUYECKUX cpedcmes
peanu3zayuu uHmesinekmyasbHbIX CUCMEM, rpedHa3HavYeHHbIX, 8 m.Y., Onsl peweHusi 3adaqy pacrio3HasaHusi 0b6pasos,
anesopumma camooby4eHusi dgyxcrioliHol Modesiu HelpoHHOU cemu, Komopabiti 6ydem OcHO8aH Ha HapawjueaHuu dYucna
HeUpoHO8 U eapualuu 8eco8bIX KO3(hUUUEHMO8 CUHanNmu4yeckux cessel, ¢ 803MOXHOCMbIO pacrpocmpaHeHust
€20 Ha MHO20C8513HYH0 HEUPOHHYI Cemb 8bICOKO20 MopsiOKa C 8HYMpPeHHUM npou3sedeHueM 8eKmopos.

MemoOdsl. [Jns peweHusi nocmaesneHHoU 3adayu e daHHoU pabome npedroxeH nodxod K CUHmMe3y MHO20C8s13HOU
modenu HelUpPOHHOU cemu B8bICOKO20 Mopsidka C 8HYMPEHHUM pou3gedeHUeM 8EKMOPO8, a makxe anz2opumm
camoobyyeHusi makol HelpoHHOU cemu, npedycMampugarouyuli ornepamusHyr0 KOPPEKUU 371eMeHmo8 Mampuuyb!
amarioHo8 emecmo mpaduyUOHHOU eapuayuu 8eco8bIX KO3(hUUUEHMO8 CUHaNmMu4yeckux cessell C Uesbio
CHUXEHUSI pecypCoEMKOCMU 8bINOIHAEMbIX orepayud.

Pe3ynbmamei. [NpednoxeHHbili Memod 6bli peanu3ogaH 8 gude rpospamMMHO20 PUIOXKEeHUsT 8 MNpuUBs3Ke K camo-
0b6yyeHUt0 HelpOHHOU cemu 8bICOKO20 Mopsidka Ha 38yKomurax peqesbiX cuaHasios, npedcmasrieHHbIX 8 pacmposom
s8ude ¢ npedsapumerbHOU UX ceameHmauuell u3 obuwezo rnomoka u rnpeobpazosaHueM 8 MosisiPHbIX KOopAuHamax ¢
uenbto ydobecmea obpabomku U xpaHeHus Mosly4YeHHbIX 0bpa3oe 8 kadecmee obydarowieli 8b160PKU.

3aknrodeHue. PaspabomaHHbili aneopumm 8 xode rposedeHuUsi mecmuposaHusi €20 rpoepaMMHOU peanusayuu, 3a
CYEM UCKITIOYEHUsT pecypCoEMKOU orepayuu eapualuu 8ecosbiX KoaghghuyueHmos u 3ameHol eé Ha HernocpedCmeeHHYo
KOPPEeKyUro Mampuubl 3masioHo8, rokasasn 0ocmarmo4YyHO 8bICOKYH0 3gbgheKmuUBHOCMb, CXOOUMOCMb 3a KOHEYHOE YUCIIO
waeoe, 0bycriosrieHHyr0 OgpaHUdeHUeM Korudecmea KoO08 rnepeozo NpUbIUXEHUs] 3MasiOHHbIX 8EKIMOPO08, a makxe
3amemHoe bbicmpodelicmeaue o CPasHEHUKO C U38ECMHbIMU aHario2amu.

Knrodeeblie crioea: HelpoOHHasi cemb; 38yKOMUIM, Mampuuya 3marsiOHO8; 8ec08ble KO3(hUUUEHMbI; 8EKMop
akmueauyuu.

KoHpnnukm unmepecoe: Asmop Oeknapupyem omcymcmeue $I8HbIX U MOMeHyuUasbHbIX KOHEIUKMO8 UHMme-
pecos, cesizaHHbIX ¢ rnybnukayuel Hacmosuwel cmambu.
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Abstract

Purpose of reseach. To develop a self-learning algorithm for a two-layer neural network model that is as efficient as
possible, given the current technical implementation of intelligent systems, including those designed for solving
pattern recognition problems. This algorithm will be based on increasing the number of neurons and varying the
weight coefficients of synaptic connections, with the possibility of extending it to a high-order multiconnected neural
network with an internal product of vectors.

Methods. To solve this problem, this paper proposes an approach to synthesizing a high-order multiconnected neural
network model with an internal product of vectors, as well as a self-learning algorithm for such a neural network. This
algorithm provides for the rapid correction of the elements of the reference matrix, instead of the traditional variation
of the weight coefficients of synaptic connections, in order to reduce the resource intensity of the performed
operations.

Results. The proposed method was implemented as a software application linked to the self-training of a high-order
neural network using speech sound types represented in raster format, pre-segmented from the general stream and
transformed into polar coordinates for ease of processing and storing the resulting images as a training set.
Conclusion. The developed algorithm, during software implementation testing, demonstrated relatively high
efficiency by eliminating the resource-intensive operation of varying weight coefficients and replacing it with direct
correction of the reference matrix. This algorithm demonstrated relatively high efficiency, convergence in a finite
number of steps due to the limited number of first-approximation codes of reference vectors, and noticeable
performance compared to known analogs.

Keywords: neural network; sound type; reference matrix; weighting coefficients; activation vector.
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BeeneHue pHUalMy BECOBBIX KOA(PQPUIMEHTOB CHHAII-

THyeckux cBsized [1, 2]. B coBpeMeHHbIX

W3BecTHBIE anTOpUTMBI cCaMOOOy4YeHUs . .

L . MOJEJISIX HEUPOHHBIX CETE€ BBICOKOTO IO-
MoJelied HEHPOHHBIX CETel C BHEIIHHM

psAlKa C BHYTPEHHUM MPOU3BEIACHUEM BEK-

MIPOU3BEJICHUEM BEKTOPOB OCHOBaHbI Ha Ba- .

TOpPOB, OOJNAaJaIOIIUX BHICOKOH HH(pOpMa-
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LUOHHON €MKOCTBIO IIPU XPAHEHHUH CHIIb-
HOKOPPEJIHUPOBAHHBIX 00pa30B, BECOBBIE
KOA((UIMEHTHl HE XPaHATCA B MaMATH, a
BBIYUCIISIIOTCS. KOCBEHHO IIPM HMMMTAaLUU
NIEPEKIIIOUYECHUS] HEHPOHHOU CETH B PE3YIlb-
TaTe IBYX IIOCJIEI0BATEIbHBIX YMHOKEHUN
BEKTOPOB Ha OJHY U Ty )K€ MAaTpHUIly JTa-
JIOHHBIX BEKTOPOB [3, 4]. MaremaTuueckoe
ONMCAaHUE MOJEIU TaKOW HEMPOHHOM CETH
BBICOKOI'O IIOpsIKa B PEKUME HMMTALUU
MIEPEKIIIOUYEHHs] IIOCJIE CHATHUS BXOZHOTO

BCKTOpAa aKTUBHU3allN UMECT BU!

C=@X*o) | V], (1)
Y=Cc| VI,
x; = sign (yi + 61),

i=L,N,x e{+l,-1},
rne X — N-MepHas CTpPOKa KOMIIOHEHT
BXOJIHOTO BEKTOpa; Y — N-mepHas CTpoka
KOMIIOHEHT BEKTOpa MEMOPAHHOTO MOTEH-
yana; x; — i-1 KOMIIOHEHTa BXOJHOI'O BEK-
TOpa; yi — I-1 KOMIIOHEHTa BEKTOpa MEM-
OpaHHOrO TMoOTeHUuana; o — N-MepHasd
CTpOKa KOMIIOHEHT BEeKTOpa Ko3(dduuneH-
TOB B3BEIIMBAaHUS KOMIIOHEHT BXOJHOIO
BEKTOpa; X* o — MOKOMIIOHEHTHOE IPOU3-
BeZieHne BekTopoB; VI — mpsimoyronpHas
Marpuua pasmepom NXM 31€MEHTOB 3Ta-
JIOHHBIX BEKTOPOB, ¢ M — 4nCIIO ITAIOH-
HBIX BekTOpoB; IVI' — oGo3Havyenue TpaHc-
noHupoBaHHoW Martpuupl, C — M-MmepHas
CTPOKAa KOMIIOHEHT BEKTOpa CTEleHEN
CXOJCTBa BXOJIHOTO B3BELIEHHOI'O BEKTOPa
(X*a) ¢ xkaxaem Vi, j:I,_M; C™ — no-
KOMIIOHEHTHOE BO3BejeHue Bekropa C B
CTeNEeHb 1, TI€ 1 — MOPAJOK MOJEIU
HEHPOHHOM ceTH; 0, — Mopor i-r0 HeHpOHa;
N — 4KCIIO HEHPOHOB B MOJEIM HEMPOH-

HOU CETHU.

Kommonenra O BCKTOPAa B3BCUIMBAHUA

0. paBHa:

M
=1 Vi 2o M @)

i=LN, j=LM, v;e{+],-1},

IA€ vij — i-1 KOMIIOHEHTA j-I'0 3TaJOHHOI'0
BEKTOpa V.

Tak xak B HaMITH HAaHHOH MOJIEIH
HEVPOHHOW CETH BBICOKOIO MOpsAJKa Xpa-
HATCS TOJIBKO KOMITOHEHTBI Vj;j 3TAJOHHBIX
BEKTOpOB Vj, J :I,_M, TpaguLMOHHBIN
crioco0 e€ o0y4yeHus U caMooOydeHus my-
TéM Bapuali BECOBBIX K03()(PULINEHTOB,
BBIYMCIISIEMBIX IIPU H3BECTHBIX ATAJIOHAX
o gopmye:

M —

Yie = Zuijakujk, iLk=1,N 3)
j=1

IPUBOAUT K OOJBIIMM IOTEPSIM BPEMEHU
Ha TpsAMOe M oOpaTHOe MpeoOpazoBaHHE
Mmatpuisl 3TanoHoB VI B marpuity Iyl Beco-
BBIX KOA((UIIMEHTOB CHHANTUYECKHX CBS-
3ell ¢ MPOMEXYTOYHBIM M3MEHEHUEM )ik TIO
anroputMmy oOyuenus [5, 6]. Kpome Toro,
M3BECTHOE BBIpaKeHHe (3) crmpaBeIUBO
TOJIBKO JUI1 HEHPOHHOM CETH IIEPBOIO II0-
psaKa W CYIIECTBEHHO YCJIOXHSETCS B
HEHUPOHHOM CETH BBICOKOIO IOpSAIKA IIPU
n>1 (7, 8].

MaTepMan bl U MeTOAbI

B cBs3M ¢ BBIIEU3I0KEHHBIM B JaH-
HOU paboTe mpeanaraercss pa3BUTHE allro-
pUTMa caMooOyueHHUs] MOAETN HeHPOHHOU
CETH, OCHOBAHHOI'0 HA HApALIUBAHUM YUC-
J1a HEHPOHOB M IOCJIENYIOLIEH BapHaluu

BECOBBIX KOA(h(PHUIMEHTOB {yi}, U pacmpo-
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CTPaHEHHE €r0 Ha MHOTOCBSI3HYKO MOJEIb
HEHUPOHHOM CETU BBICOKOI'O IIOPS/IKA C BHYT-
PEHHUM ITpOU3BEACHUEM BEeKTOpOB [9, 10].
[IpennaraeMblii anroOpuTM OTIIMYAETCS OT
U3BECTHBIX HCKIIIOYEHUEM PECYPCOEMKOU
OTIepaliiyl BapHalliu BECOBBIX K03 duiu-
€HTOB U 3aMEHOM €€ Ha HETOCPEACTBEHHYIO
KOPPEKIIMIO MaTPHIIbI 3TaJIOHOB ||V
Hcnons3ys M3BECTHBIM KPUTEPUH I10-
nobus [11, 12] kak ckanspHOe npousBee-
HUE HOPMHUPOBAHHBIX BEKTOPOB aKTHBH3a-
MY HEMPOHHOM CETH U €€ OTKIIMKA, IpPE-
JaraeMblii aIrOpUTM CaMOOOYUYCHHs Hei-
POHHOHM CETU BBICOKOTO IOPSAJKA BBINOJI-
HseTCs 3a caeayromue asa 3tana. Ha nep-
BOM JTale B MaMsiTh 3TaJOHOB JaHHOU
HEUPOHHOM CETH BHOCSTCS B KaYECTBE KO-
JIOB TEPBOr0 MPUOIMKEHUS 3TaJIOHHBIX
BEKTOPOB BXOJHBIE BEKTOPHI 00ydaromieit
BBIOOPKH 10 TeX IOp, MOKa BEJIMYNHA CKa-
JSIPHOTO IIPOM3BENECHUS HOPMHPOBAHHBIX
BEKTOPOB (@i*) O4epeTHOr0 BEKTOpa 00y-
yaomieil BbIOOPKM U BEKTOpa OTKIHMKA
Hauboyiee aKTUBHOrO i*-ro HeWpoHa He
MPEBBICUT YCTAHOBJIEHHOTO MOpora b Kpu-
tepus ux noxobus npu 0,5<b<1, a UMEHHO
a;=>b, T.€. 10 NOSBJIEHHS YCHEIIHOTO OTKJIIH-
Ka XoTs1 Okl OtHOTO i*-T0 HelipoHa [13, 14].
Ha BrOopom 3Tame BO Bcex ciydasx,
KOorga a;>b, BBINOJHIETCA KOPPEKIMS
KOMIIOHEHT Vj;, HAKOIUIEHHBIX B IaMATH
KOJIOB IE€PBOT0 MPHOIMKEHHS 3TaJIOHHBIX
BEKTOPOB 0€3 JaJIbHEUIETrO YBEIUYCHUS
ux KosmuecTtBa m. [Ipu 3TOM yuuThIBaeTcA
YHUCIO p;* YCHEIIHBIX OTKIMKOB i*-ro
HamOoJee aKTUBHOTO HEHpPOHA 3a BCE Bpe-
Msi caMOOOYYeHHsI Ha OCHOBE IPOBEPKHU

ABYX CHUCTCM HCPABCHCTB!

pi* . P
a, > i1
7 (Wt py

Ile a, — KPUTEPHl Moao0Us CKaIsSIpHOTO
MPOU3BEICHUS j-TO KOJAa TEpPBOr0 IMpH-
ONMMKeHWs W JaHHOTO BEKTOpa OO0ydaro-
11el BEIOOPKH;

dci — KpUTEpHU MOJO0US CKaJIIPHOTO
MPOU3BECHUS] HOPMHUPOBAHHBIX BEKTOPOB
i*ro crombna W Apyroro i-ro croyodma
MaTpPULIbl HAKOIJIEHHBIX KOJOB MEPBOTO
npuOIMKEeHHs B IMpeJesiax MOoJAMHOXKECTBA
CTPOK, yJOBJIETBOPSAIONIUX [IEPBOMY HeEpa-
BEHCTBY.

TeM caMbIM BBIIEIAOTCS ji-€ DJIEMEH-
Thl MaTpuilbl |[V|| 3TaJlOHHBIX BEKTOPOB,
MOJyIeXKAale KOPPEKIUU HA JAHHOM Iare
caMOOOyUYeHHsI, a UX 3HAYCHUS 3aMEHSIOT-
Csl 3HAUEHMSIMH i-X KOMIIOHEHT X; JAHHOTO
BEKTOpa 00y4aroIeil BBIOOPKH.

Kaxzaplil mar camooOydeHus: Ha Kax-
JIOM OYepeHOM BEKTOope o0ydaromieil Bbl-
O00pkM HaumHaeTcs ¢ 00pa30BaHUS BEKTO-
pa oTkiuka X° Bcell 3aMKHYTOH Mojenu
HelpoHHO# cetu (1) Ha maHHBIX X BXOJ-
HOTO BeKTOopa. B kauecTBe NMpeTeHIEHTOB
Ha HanOOJIBIIYI0 aKTUBHOCTb BHIOMPAIOTCS
T€ HEWPOHBI, Ha BBIXOJAE KOTOPHIX ObLIN
00pa3oBaHbl IOJIOKUTENbHbIE KOMIIOHEH-
Thl BekTopa oTkinka X°. Hambonee ak-
TUBHBINA i*-ii HEWPOH BBIACNSAETCS U3 HUX
IyTEM:

— TOCJIEZ0BATEIBHOTO OIpPOCa Pa3OMK-
HYTOM MOJEIM HEUPOHHOM CETH OJHOKOM-

IMOHCHTHBIMU BXOAHBIMH BEKTOpPAMU BUA:

X1i=(0...0x°0..0) mpu x> 0;  (4)
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— HAXOXKJEHUSA IO KaKIOMY M3 HHUX
BBIXOJIHOIO BEKTOpa OTKJIMKAa Y, pas3o-
MKHYTOU MOJIEIIH;

— BBIJICJICHHS B MX IIOCJIEJOBATEIBHO-
ctu {Y;} omHoro i*-ro, Hanbosee OIU3KO-
IO M0 CKAJISIPHOMY ITPOU3BEICHMIO K JaH-

HOMY BEKTOpY oOyuaroriel BbIOOpKU:

X Y

ax =max{a;} =max{———:. (5)
o i

moi | XH Yl.'”
rae XY; — cKanspHOE NPOU3BEICHUE BEK-
TOPOB;
X" — IuIMHA BEKTOpa, BBIYUCIISIEMAs 110

dbopmyie

(6)

Tem caMbiM CTHMYJHMpPYETCS TOBBIIIIE-
HHE aJIeKBaTHOCTH OTBETOB HamOoiee ak-
THBHOTO HEHpOHa Ha OJIM3KHE BEKTOPHI
o0y4aro1eil BEIOOPKH, MPUHAITISKAIINE O
HOMY U TOMY JK€ KJlacCcy oOpa3oB, a B XOJI€
caMOOOyYEHHST 3apOXKIACTCS M TTOJKPETUIs-
eTCsI LIHTP aKTUBHOCTH JAHHOTO KJacca 00-
pa3oB, MPUCYTCTBYIOIMX BO BXOIHOW TO-
CIIEZIOBATEIILHOCTH BBIIICO3HAYCHHBIX BEKTO-
poB [15, 16]. Ilpuuém B mamsity, XpaHsien
Mmatpully ||V|| KOppeKTUpyeMbIX 3TaJOHHBIX
BEKTOPOB, MOXKET OBITH CO37aHO OOJIBIIOE
KOJIMYECTBO IICHTPOB AaKTUBHOCTU CHJIBHO-
KOpPETUPOBaHHBIX 00pa3oB, KOTopoe, Ona-
roJaps MOBBIIICHUIO TIOPSIKA MOJETN HEH-
POHHOHM CETH ¥ B3BEUIMBAHMIO KOMITOHECHT
BXOJTHOTO BEKTOpA, CYIIECTBEHHO IMPEBbIIIIa-
€T BO3MOKHOCTH MOJIeNn Xorduia.

CnoBecHass  (hOpMYJIHPOBKA OJHOTO
miara ajiropuTMa camMoOOYYEeHHUS MOIEIH

HEVUPOHHOW CETHM BBICOKOIO MOpsAAKa Ha

OJTHOM O4Y€pPEIHOM BXOJTHOM BEKTOpE 00y-
Yaromiei BHIOOPKU:

1. OnpenensieTcst ¥ 3alIOMUHAETCS BEK-
TOp OTKIMKAa X° 3aMKHYTOM MOJENU Heil-
POHHOM CETH Ha JAHHBIA BXOIHOM BEKTOP X
o0ydaroiei BEIOOPKH.

2. Boigensiercss MOJAMHOXECTBO HEUpPO-
HOB- TIPETEH/ICHTOB Ha HAWOOJBIIYIO akK-
TUBHOCTb 110 KpuTepuio: x;°> 0.

3. Haxomgurcs HanOosee akTUBHBIN i*-i
HEHPOH IMyTEM IOCIIEI0BATEIBHOTO OIpOca
PA30MKHYTOW MOJIEIN HEMPOHHOM CETH OJI-
HOKOMITOHEHTHBIMH BXOJTHBIMH BEKTOPaMH
BUJA (4), onpesieNieHus Mo KaKJI0MY M3 HUX
BBIXOJJHOTO BEKTOpa Y; M BBIACICHUS B WX
rmocjeoBaTeIbHOCTH  {Y;} OIHOrO i*-ro,
HanOosee ONM3KOTO K JTAHHOMY BEKTOPY
oOyuaroreil BBIOOPKH M0 MaKCUMyMY MHO-
KECTBA CKASIPHBIX MPOM3BEACHUN HOPMHU-
POBaHHBIX BEKTOPOB (35, 6).

4. TlpoBepsieTcsi yCTaHOBJIEHHBIA TIO-
por kputepus nogoodwus: a;+<b. Ecau a;=>b,
nepexos K 1. 6.

5. B mamsaTe MoneaHW 3aIMchIBacTCs
TaHHBIA BEKTOp 0Oy4aromiel BbIOOpku X B
Ka-4eCTBE OYEPEIHOI0 ATATIOHHOTO BEKTO-
pa MaTpuIlsl STaIOHOB ||V||, a 3aTem mepe-
Xoo K. 12.

6. YBenuuuBaeTcs Ha €IMHUILY YHCIIO
pi* YCIIEIIHBIX OTKJIHKOB I -T0 Hambojee
AKTUBHOI'O HEMPOHA:

pi= p,'*-f—l.

7. BprumucisieTcss BEKTOpP CKAISIPHOTIO
MIPOM3BENICHUS TAHHOTO BEKTOpa 00ydaro-
el BEIOOPKH M BCEX 7 HAKOIUICHHBIX KO-
JIOB TIepBOro npuommxeHus B marpuue V||

OTAaJIOHOB:
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Al xe T
VAL (Xa)”

IJle IepBbI MHOXKHUTENb — 3T0 MaTpulia ||V/||

t t
Ay = (Aysees Ay s oy )

HAKOIUICHHBIX K JAHHOMY IIAary oOyueHus
KOJIOB IEPBOTO MPUOMMKEHUs], MpEaCTaB-
JICHHas B BUJE CTOJOLIa HOPMHUPOBAHHBIX
ATAJIOHHBIX BEKTOPOB-CTPOK; M — YUCIO
KOJ/IOB IIE€PBOT0 MPHUOIMKEHHsI, HAKOIUICH-
HBIX B MaTpule ||V|| k raHHOMY 1mary o0y-
YCHMSI.

8. Bblmensiercss MOIMHOMXECTBO CTPOK
{/1} marpuupl ||V||, smeMeHTBl KOTOPBIX
nenecooOpa3Ho BappbUPOBATh B JaHHOM
mrare o0y4eHus M0 KPUTEPHIO:

a, > jle (). (7)

(1+ pi)

9. BpUHCISIOTCS KpPUTEpUHM MOJ00US
i*r0 croyslbIa BBIAEJIECHHOTO B II. 8 TIOI-
MHOXeCTBa CTpoK {j1} marpuusl ||[V|| ¢ mpy-
TMMH CTOJIOLIAMU 3TOrO e MOJMHO)KECTBa

CTPOK KaK UX CKAISIPHOE MPOU3BEICHHE:
a.= ! ! X

’ \/Z il (Ujli*)z \/Z jl (Ujli)z
X(Uj5e05 U 150005 Uyt MOy 05 U iy vy Uy )

jle{jy, i#i*, i=LN.

10. Brigengercs  MOIMHOKECTBO
cronbuoB {il} marpuns! ||V||, 3meMeHTbI
KOTOPBIX II€JIeCOO0Pa3HO BapbUPOBATHh B
nmpenenax MmoaMHoOXecTBa {jl} B maHHOM
mare 00y4eHus o KpUTEPHIO:

a, >—Lr e i), (8)

(I+ pi)
11. Koppexrupyetcs jlil-e anemeHnTsI

MaT-publ ||V|| myrem 3aMeHsl ux Ha il-e

KOMITOHEHTHI JTaHHOTO BEKTOpa 0O0ydaro-
11el BbIOOPKU:

Vilil ¢ = Xil.

12. Bbruucnsercst HOBbI BEKTOP O KO-
3¢ (HUIIMEHTOB B3BEUIMBAHUS KOMIIOHEHT
BXOJHOTO BEKTOpa IO 3JI€MEHTaM MOJu-
¢buIpoBaHHON MaTpHILBI 3TaNoHOB ||V|| u
3aMEIIAacTCsl CTapbld BEKTOp O IpEIbIay-
1iero mara ooydenus no ¢popmyie (2), rae

— M = m npu nepexoze no m.m. 11,12;

— M = m + 1 npu nepexone Mo M.m.
5,12.

13. Konery mara o0y4eHus.

Pe3ynbTaTtbl U X 06CcyXaeHue

@parment koma [17, 18] mpencras-
JICHHOTO aJrOpuTMa, PeaJu30BaHHOTO Ha
A3bIKEe IporpaMMHpoBaHus Java, TNpuBe-
neH Ha puc.l. CxoaumMocTh MpeacTaBIeH-
HOTO anroputma oOycJOBJIEHa OrpaHuye-
HUEM YHCIIa M KOJIOB MEPBOro MpuOIMKe-
HUSI STAJIOHHBIX BEKTOPOB, HaKaIlJIMBaeMbIX
B IIaMSTU MOJENXA HEMPOHHOM CETH Ha Iep-
BOM JTare, a TaKkke IMOCTENEeHHBIM yMEHb-
IIEHUEM CTENEeHH MOAU(PHKALIIN FIEMEHTOB
MmaTpulsl ||V|| 6e3 usmenenus yucna m. Ha
BTOPOM 3Talle Mo Mepe YBEIHUEHHs YHcia
pi* BO3pAcTarOT JJIMHBI 00YYarOIINX BBIOO-
POK, a BBIpa)KEHHE B IIPaBOil YaCTH COOTBET-
CTBYIOIIUX HEPaBEHCTB (7, 8) mpu GoJbIoM
YUCIIe [1aroB 00y4eHHsl BBIIJISIUT CIEIYI0-
MM 00pa3oM:

pir/(1+pim — 1.

IIpu sTom koppekiust marpuusl |[V||
IpeKpalaeTcsi, Tak Kak 3HA4YEHUs KpuTe-
pHUeB MoA00Ms B JIEBOI YaCTH HEPABEHCTB
HE MPEBBIIAIOT €IUHHIIBL:

a;<1,aq<1.
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// TlapaMeTpel ajropuTMa

private static final double B = 0.8; // IopoT kpuTepus nDomodmus

private static final double[][] V = new double[/* koJiuuecTBO B3TajioHOB */][/* pasmep
BXOOHOTO BekTopa */]; // MaTpuua STaJIOHOB

private static final int[] p = new int[/**/]; // MaccCuB CUETUMKOB YCIIEWHEX OTKJIMKOB
private static final double[] alpha = new double[/**/]; // xosbduumeHTH B3BEWUBAHMA
private static final double[] x = new double[/**/]; // Tekyumy BXOLNHOM BEKTOP

// MeTon nJys HOpMaJM3alLuM BeKTOpa
private static double[] normalize (double[] wvec) {
double norm = 0.0;
for (double v : vec) {
norm += v * v;}
norm = Math.sqgrt (norm) ;
double[] normalized = new double[vec.length];
for (int i = 0; 1 < vec.length; i++) {
normalized[i] = vec[i] / norm;}
return normalized;}
// MeTon nJs BBUUCIIEHMS CKaJSAPHOTO MNPOM3BEHOEHMUsS IBYX BEKTOPOB
private static double dotProduct (double[] vl1l, double[] v2) {
double sum = 0.0;
for (int i = 0; 1 < vl.length; i++) {
sum += v1[1i] * v2[i];}
return sum; }
// OCHOBHOM MeTOI mara oOydeHMS
public static void trainStep (double[] xInput) {
// 1. OnpezmejnseM ¥ 3aloMMHaeM BEKTOP OTKJMKa XO MOIesM Ha BxOI X
double[] normalizedX = normalize (xInput);
double[] Xo = new double[V.length]; // BEKTOp OTKJIMKa
for (int i = 0; i < V.length; i++) {
double[] normalizedV = normalize(V[i]);

Xo[1] = dotProduct (normalizedV, normalizedX);}
// 2. BupessieM NOIMHOXECTBO HEMPOHOB-IIPETEHOEeHTOB C Xo > 0
int iStar = -1;
double maxActivation = -Double.MAX VALUE;

for (int i = 0; 1 < Xo.length; i++) {
if (Xo[i] > 0 && Xo[i] > maxActivation) {
maxActivation = Xol[i];

iStar = i;}}
if (iStar == -1) {
return; }
// 3. HaxomuMm HamOoJiee AaKTUBHEIL HEMPOH 1* MO CKaJSpHOMYy MNPOM3BEIEHUIO
int selectedNeuron = -1;
double maxScalarProduct = -Double.MAX VALUE;

for (int i = 0; i < V.length; i++) {
double[] normalizedV = normalize(V[i]);
double scalarProd = dotProduct (normalizedV, normalizedX);
if (scalarProd > maxScalarProduct) {
maxScalarProduct = scalarProd;
selectedNeuron = 1i;}}
// 4. llpoBepseM KpuTepuit nomodus ai* <= b
double aiStar = maxScalarProduct; // mnpenmmosiaraeM, 4YTO 5TO Mepa nomotusd
if (aiStar > B) {

return; }
// 5. BammMcb BXOOHOTO BEKTOpa B MaTpHIy 3TajloHOB | |V]|
int m = /* Tekyllee UMCJIO KOHOOB */;

pliStar]++;
// 6. YBenmmumBaeM Ha 1 cueTumk pl[i*]
pliStar]++;
// 7. BeumcnigeM BeKTOp A 37t -
Puc. 1. dparmeHT koga anroputMa camoobyyeHus

Fig. 1. Fragment of the self-learning algorithm programming code
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10006 { #sessvs h=2 w=128
—— h=2 w=1024
Q006 | vaesems h=4 w=128
—— h=4 w=1024
80% | reeeee h=6 w=128
—— h=6 w=1024
70% -
60% -
50% { P
40% { Bt

R L F e

....................
]

20% 40%

60% 80% 100%

Puc. 2. 3aBucumocTb kayectBa 0by4eHns oT Croés 1 obbEma BbIOOPKM

Fig. 2. Dependence of training quality on layers and sample size

BbiBogbl

CXoauMMOCTh MpoBEpeHa MyTEM MOJe-
nupoBanus anroputMa [19, 20] Ha TumoBoM
IIDBM c¢ mnpoueccopoM ¢ MaKCHMAIbHO
HU3KUMHM HA TEKYIIMH MOMEHT XapakTepu-
crukamu (Intel Core2 Duo E8400) npu
UMUTAIUU O0y4eHHs Ha 3BYKOTHIAX pede-
BBIX CHUTHAJIOB, IIPEJICTABJICHHBIX B IOJIAP-
HBIX KOOpJMHATaX U B PacTpoBOM (opma-
Te. IIpn OTHOCUTENBHO BBICOKMX HCKaXke-
HUSX W Bapualusax BXOJIHOro o0Opasa Impo-

necc oOy4eHus 3aBepliaics 3a 15 mraroB

Ha 50 BXOJHBIX BEKTOPaxX C HAKOIUICHUEM
B MaMATH m=06, MPHHAIICKAIIX OJTHOMY
KJ1accy oopa3os (puc. 2).

TpeOyemast EMKOCTh MaMSTH JUTS Xpa-
HEHMsI MaTpHLbl ||V|| MOXeT ObITh yMEHb-
IIeHa B HECKOJIbKO pa3 0e3 CHIDKEHHS J0-
CTOBEPHOCTH KJacCU(PUKAIMKU TYTEM TIO-
BTOPHOTO CaMOOOy4eHHsI C HCIIOJIb30BaHH-
€M COIEPKMMOTO MaMSTH M HAaKOIUICHHBIX
U OTKOPPEKTUPOBAHHBIX KOJOB II€PBOTO
NpUOIIDKEHHS STaJOHHBIX BEKTOPOB B Ka-

yecTBe 00yyaroleil BBIOOPKH.
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